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Abstract

This paper presents "rules," procedures, and algorithms intended to aid researchers and practitioners in the application of generalizability theory to a broad range of measurement problems. Major erphasis is Fiven to the estimation of $G$ study variance components, and tor the estimation and use of D study variance comoonents for different objects of measurement and different universes of generalization. Consideration is given to $D$ studies in which the universe of generalization contains facets that are either fixed or essentially infinite, as well as $D$ studies that involve sampling from a finite universe. A notational system is introduced to facilitate. the discussion; and each "rule," procedure, or algorithm is illustrated using designs that involve varying types and degrees of complexity.
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## Definition

```
".Crossed with."
```

"Nested within."

A facet; or a specific condition of a facet.

A set of conatitions for a facet; or the sample mean for a set of. conditions for a facet.

Generic symbols for any component or source of variance, in a G or D study.

Facet that serves as object of measurement for some D study. $\therefore$ -

Score effect for the component $\dot{\alpha}$.

Mean score, for the component $\alpha$.

Observed score analogue of $\mu_{\alpha}{ }^{\sim}$.

Observed score analogue of. $\mu_{\alpha}$.

Random error.

Expected value.

Random effects variance component for $\alpha$ (given sampling from an infinite universe).

G' study sample sizè for a facet.

Size of univers of admissible observations for a facet in the $G$ study.

## Symbol

$$
\sigma^{2}(\delta)
$$

$$
\sigma^{2}(\varepsilon)
$$

$$
E_{\sigma^{2}}(x)
$$

$$
\varepsilon_{0}^{2}
$$

$$
\underline{v}
$$

$$
\mathrm{F}
$$

$$
\underline{\mathrm{R}}
$$

$$
\underline{f}(\alpha)
$$

$$
\therefore \underline{d}(\alpha \mid \gamma)
$$

> Definition
> D study sample size for a facet.

> Size of universe of generaiization for a facet in the $D$ study.

> Mean square for $\alpha$.

> Expected mean square for $\alpha$.

> Universe score variance for a $D$ study

> Variance of differences between observèd scores and universe scores.
> - Variance of differences between
observed deviation scores and
universe scores expressed in
deviation form.

> Variance of differences between universe scores ảnd regrestion estimates of universe scores.

> Expected observed score variance.

Gëneralizability coefficient.

Main "effect index in $\gamma$.

Set of facets that are fixed in a D study.

Set of facets that are randomlysampled in a D study.

See Equation 4.

See"Equation 13.

## Introduction

Classical test theorv provides a very sinple structural model of the relationship between observed, true, and error scores. However, the simplicity of the model necessitates some rather restrictive assumptions if the model is to be applied to real data. Generalizability theory liberalizes and extends classical test theory in several important respects. For example, the theory of generalizability does not necessitate the classical tes't theory assumption of "parallel" tests; rather, generalizability theory employs the weaker assumption of "randomly parallel", tests. Alsö, classical test theory assumes that errors of measurement are sampled from an undifferentiated univariate distribution. By contrast, qeneralizability theory allows for the existence of multiple types and sources of error' through the applisation of analysis of variance procedures, or, more specifically, through the application of the genera" linear model to the dependability of measurement. Consequently, generalizability theory is applicable to a kroad range of testing and evaluation studies that. arise in education and psychology.

Background and .Terminoloay
The Dasic theoretical foundation for generalizability theory can be found in papers by Cronbach, Rajaratnam, and Gleser (1963) and Gleser, Cronbach, and Rajaratnam (1965). These papers were followed by an extensive explication of generalizability theory in a monograph by Cronbach, Gleser, Nanda, and Rajaratnam (1972) entitled, The Dependability of Behavioral Measurements.

However, the use of analysis of variance approaches to reliability issues did not hegin with the publications of Cronbach and his colleagues, even though it -is they who have most clearly and completely formulated reliability isṣues in analysis of variance terms. oveř 35 years ago Burt (1936), Hoyt (1941), and Jackson and Fergusón 2 (1941), discussed antalysis of variance approaches to reiliablifty. Sụbsequent contributions were made by Alexander (1947), Ebel (1951), Finlayson (1951), Loveland (1952), and Burt (1955). "Also, Lindquist (1953) in the last chapter of his experimental design text, discussed in considerable detail the estimation of variance components in reliability studiès. In fact, in several respects work bv Burt and Lindquist appears to anticipate the development of generalizability theory. Additional evidence of the role of analysis of variance in reliability issues can be seen in the work of Webster (1960) and Medley and Mitzel (1963) not long before, the original publication by Cronbach et al. (1963) of the theory of generalizability.

Although generalizability theorry borrows its statictical models and research designs from analysis of variance, there are some changes in emphasis, terminology, and interpretation. For example, in analysis of variance, the magnitudes of variance components sometimes receive direct attention (see, , for example, vaughan \& Corballis, 1969), but the ultimate goal is usually a test (or tests) of statistical significance. In generalizability theory interest is focused primarily on the magnitude of variance components and, to some extent, generalizability coeffiçients. Tests of statistical significance receive less direct emphasis.

In generalizability theory, any observation on sofere object of measurement (e.g.9 school, class, student) is assumed to be sampled from a universe of observations. While universe and population are logically equivalent terms, here the word population is reserved for the object of measurement; and the word universe is reserved for'the conditions under which observations are made. Any observations from the universe can be characterized by the conditions under which the observation is made. The sev of all possible conditions of a particular kinत is ealled a facet.
'Generalizability theory also emphasizes the distinction between $G$ studies, which. examine the dependability of some general measurement procedure, and $D$ " studies, which provide the data for substantive decisions (Rajaratnam, 1960). "For example, the published estimates of reliability for a college aptịtude test are based on a $G$ study. College nerson el officers employ these estimates țo judge the accuracy of data thry collect on their own applicants (D study)" (Cronbach et al., 1972, D. 16). The primary purpose of the $G$ study is to estimate components of variance, which may then be used in a variety of $D$ studies: The $G$ study and the $D$ study may be the same study, or they may be different studies using the same design. 'Generally, however, $G$ studies are most useful when they employ complex designs and laxife sample sizes to provide
sțable estimates of as many variance components as possible.
Based on the difference between a G study and a D study, Cronbach et al. (1972) make a further distinction between the universe of admissible observations and the univèrse of generalization.

The test developer or other investlgator who carried out a $G$ study takes certain facets into consideration and, with respect to each " facet, considers a certain range of conditions. The observations* encompassed by the poșsible combinations of conditions that tre' $G$ study represents is calle the universe of admissible observations. We may also speak of the universe of admissible conditions of a certain facet. A decision maker, applying essentially the same measuring technique, proposes to generalize to some universe of conditions all of which he sees as eliciting samples of the same information. We refer to that as the universe of qeneralization. The G study' can serve this decision maker only if its universe of admissible conditions is identical to or includes the proposed universe of generalization. Dixfferent decision makers may propose different universes of generalization. A G study that defines the universe of admissible observations broadly, encompassing all the likely universes of generalization, will be useful to various decision makers. (p. 20)

## Overview.

In this paper "rules," procedures, and algorithms are presented that invelve a notational system, analysis of variance considerations, $G$ studies, and $D$ stuḍies.' In ardition, all "rules," procedures, and alqorithms are illustrated using designs that involve varying levels and types of complexity.

The notational system used here differs, in some respects, from that used in the Cronbach et al. (1972) monograph on generalizability theory. The primary difference is that the notational system for variancé components used in this paper does not necessitate specifically reporting the effects that are confounded in a desiọn that involves nesting. Nevertheless, this nota"tional system does implicitly "carrv the meaning" of a nested component. . In nost other respects, the notation used by Cronbach and his colleagues has been - maintained or minimally altered.

The terminology used in some analysis of variance literature is not always the same as the terminology employed by Cronbach and his colleagues in discussing generalizability theory. For example, the word "facet". in generalizability theory has approximately the same connotation as "main effect" in much of the analysis of variance literature. Also, the word "component" in Cronbach et al. (1972) is basically synonymous with the word "effect" in some analysis of variance literature. ©ne of the purposes of this paper is to help practitioners fämiliar with analysis of variance literature to understand and apply generalizability theory. Therefore, some terminoloạićal compromises are made here. Generaliy, the terminclogy employed is that of Cronbach et al. (1972); but exceptions do occur, especially in initial sections that primarily treat analysis of variance considerations. When terminoloqical ambiguities arise an attempt is made to resolve them, or at least clarify them.

The mayor portion of this paper is devoted to a consideration of "rules," procedures; and algorithms for performing $G$ studies and.D studies. particular emphasis is given to the estimation of $G$ study variance components, and to the estimation and use of $D$ study variance components for different objects of measurement and different universes of generalization. Most of the discussion
treats $p$ studies in which the universe of generalization contains facets that. are eithei fixed or essentially infinite. However, consideration is also qiven to $D$ studies that involve sampling from a finite universe of generalization.

There are some restrictions placed upon the treatent of generalizability analysis in this paper. In particular, with minor exceptions, only orthogonal analysis of variance designs are consicered; i.e., designs that do not involve missing data and/or unerِual size subgroups. Also, all designs and stuüies involve only one dependent variable; i.e., this paper treats univariate gener. alizability theory, as opposed to multivariate generalizability theory (see Cronbach et al., 1972, Chanter 10). Finally, the "rules," algorithms, and procedurcs are not intended to cover, in depth or breadth, the extensive treatment of generalizability theory provided by Cronbach and his colleagues. Rather, this paper is intended to provide researchers and practitioners with a set of procedures to facilitate the application of generalizability theory to a broad range of measurement problems.

A Notational System and Analysis of Variar_ce Considerations for $G$ Studies

The first steps in performing a $G$ study involve the usual initial procedures for an analysis of variance; namely, defining the model and determining sums of squares, degrees of freedom, and mean squares for each of the effects in the $G$ study design. These issues are usually treated in experimental design texts in the context of specific designs. Here, rules andatgorithns are próvided.that are applicable to a large class of orthogonal, or balanced, designs. Notation for ANOVA Designs

Using the symbols" "xicto mean "crossed" with" and ":" to mean "nested within," most comon analysis of variance designs can be represented by a suitable sequence of effect indices and symbols. In this paper, five different designs will be used

 $p x$ (i:s) iș Design $V-A$, and ( $p: c$ ) $x$ is essentially Design $V-B$.] The indices in these designs can be interpreted as referring to a person (p), a class (c), an item. (i), a subtest (s), an occasion (o), and a test (t). For example, ( $\mathrm{p}: \mathrm{c}$ ) x i ca: be interpreted as meaning that persions are nested within classes; and both persons and classes are crossed with items. The use of these specific identifying words for each index is maintained throughout this paper: however, it is the nature of the design that is under consideration--not the names *associated with the indices.

These designs have been chosen for two reasons. First, they involve different types and degrees of complexities in applying the "rules," and procedures which will be presented. Second, these designs à̀re typical of the kinds of
designs that do occur in testing and evaluation studies. Most of the classical results from test theory come from a consideration of the basic design for persons crossed with items, $p \times$. The design $p \times \underline{i} \times$, which Cronbach et'al. (1972) treat in great detail, is a simple extension of this basic design. In many realistic situations, however, some degree of nesting is present. For example, it is very common for items to be nested within subtests, as in the design $\mathrm{p} \times(\underline{i}: \underline{s})$. Alṣo, in many testing studies, persons are nested within classes, as in the design ( $p: \underline{c}$ ) $x$ i. Finally, an extensive testing study may involve considerable nesting, as in the design (p:c) $x$ (i:s:t). 1

## Main Effects and Interaction Effects

Figure 1 provides a Venn diagram representation for each, of the illustrative designs. In these Venn diagrams, the mean square, for a main effect is represented by a circle (of any size), and the mean square for an interaction effect is represented by the intersection of two or more circles. (The words "effect" and "component" "are básically synonymous terms; however, we will use the term "effect" here because the phrases "main component" and "interaction component" are rare ir ANOVA literature, ).

Insert Figure 1 about here
© Notation for Main Effects. A main effect can be represented by

$$
\left\{\begin{array}{l}
\text { main } \\
\text { effect } \\
\text { index }
\end{array}\right\}:\left\{\begin{array}{l}
\text { first } \\
\text { nesting } \\
\text { index (es) }
\end{array}\right\}:\left\{\begin{array}{l}
\text { second } \\
\text { nesting } \\
\text { index (es) }
\end{array}\right\}: \ldots,
$$

If the main effect is not a nested main effect, then it can be represented by the main effect index, only.

For example, in the design $\underline{p} x$ i, the main effect for persons is denoted $\underline{p}$, and the main effect for items is denoted $i$. In the design ( $p: \underline{c}$ ) $x$ i, the
(nested) main effect for persons is $p: c$, where the main effect index is $p$, and * the nesting irdex is $c$. Similarly, in the design ( $\underline{p}: \underline{c}$ ) $x$ ( $\underline{i}: \underline{s}: \underline{t}$ ), the (nested). main effect for items is $\dot{i}: \underline{s}: \underline{t}$, the (nested) main effect for subtests is $\dot{s}$ : $\underline{\text {, }}$, and the main effect for tests is $t$. In generaly, the number of main effects is equai to the number of indices in the symbolic representation of a desigri. ${ }^{2}$

In some monographs and textbooks, main effects are called treatments, factors, ${ }^{3}$ or facets. However, not all effects are easily interpretable as treatments, and the word "factor" is apt to cause confusion with factor analysis. Here the terms "main effect" and "facet" are used synonymously, unless otherwise noted.

Notation, for Interaction Effects. Each. interaction effect can be represented as a"combination of main effects in the following manner: $\cdot$

subject to the constraint that no index may appear more than once in any interaction effect.

4

Insert Tables 1 - 5 about here

Tables l-5 list the main effects and interaction effects for each of the five illustrative designs using the notation defined above. Consider, for example, the design ( $\underline{p}: \underline{c}$ ) $\times(\underline{i}: \underline{s}: \underline{t}$ ) in Table 5. The interaction of $\underline{c}$ and $t$ is simply ct. The interaction of $\underline{c}$ and $s: t$ is $\underline{c s}$ :t; that is, combinations of cs are nested within t (see Figure 1). Similarly, the interaction of $\underline{p}$ : $\underline{c}$ and $\underline{i}: \underline{s}: \underline{t}$ is $p i: \underline{c s}: \hat{t}$; that is, combinations of pi are nested within combinations
of cs, which, in turn, are nested within $t$. Also, note that the interactions of $\underline{p}: \underline{c}$ and $\underline{c}$ would be pc:c, but this possibility is ruled out by two occurrences of the index c .

Nested Effects and Confounding. Cronbach et al. (1972). usually use a sequence of confounded effects to identify any main effect or interaction effect that involves nestiing. For example, if data for the design ( $p: c$ ) $x$ were analyzed as if the design were the completely crossed design $\underline{p} \underset{x}{x} \underline{i}$, then the effects woŭld be $\underline{p}, \underline{c}, \underline{i}, \underline{p}, \underline{p i}, ~ s i \dot{i}$ pcii; but some of these effects would be confounded. In particular, the main effect $p: c_{\text {, in }}$ the design ( $\mathrm{p}: \mathrm{c}$ ) $x$ i, represents the confounding of two of the effects, $p$ and $p \mathrm{f}$, from the design $p \times \operatorname{c} x$ i. Similarly, the interaction effect pi:c represents the confounding of pi and pic.

Whenever a design involves nesting, there is some degree of confounding. In designs with more than one nested main effect, or, more than oné level of nesting, the representation of a nested effect by its confounded effects leads to considerable complexity. This is one reason for using the nesting operator in representing effects. Nevertheless, it is frequently, useful to knöw which effects are confounded in a nested effect.

Using the-notation introduced above, for any nested effect, the effects that are confounded are all combinations of indices in the effect that include the main effect index (or indexes). For example, in the design ( $p: c$ ) $x$ ( $\underline{i}: \underline{s}: \underline{t}$ ), the effect $s: \underline{t}$ represents the confounding of. $s$ and st. Similarly; the effect i:s:t represents the confounding of $\underline{i}, \underline{i s}$, it, and ist; and the effect pi:sc:t. represents the confôtinding of pi, pic, pis, pit, pisc, pict, pist, and pisct.

In generai, for any nested effect, the number of effocts that are confounded is:
$2 \operatorname{Exp}\left\{\begin{array}{c}\text { number of nesting } \\ \text { indices } \\ \text { in component }\end{array}\right\}$

For example, in the design ( $\mathrm{D}: \underline{c}$ ) $\times(\underline{i} ; \underline{s}: \underline{t})$, the effect $i: s: t$ has two nesting indices (s and $t$ ); and, therefore, $\because$ this effect has [2 Exp (2)], or four confounded effects. Similarly, the effect pi:cs:t has [2, Exp (3)], or eight confounded effectís.

Degrees of Freedom. For any effect (main effect òr interaction-effect) that is not nested, the degrees of freedom are the product of the ( $n-1$ )'s for the indexes in the effect, where $n$ is the $G$ study sample siże associated with an index. For any nested effecty, the degrees of freedom are:

$$
\left\{\begin{array}{c}
\text { Droduct of } n ' s \\
\text { for nesting indexes }
\end{array}\right\} .\left\{\begin{array}{c}
\text { product of }\left(\frac{n}{n}-1\right)^{\prime} s \\
\text { for main effect indexes }
\end{array}\right\}
$$

Degrees of feedom for the effects in each of the five illustrative designs are provided in Tables 1 - 5. For example, for the design ( $p: c$ ) $x$ ( $i=s: t$ ) in. Table 5, the degrees of freedom for the main effect $\underline{s}: \underline{t}$ are $\left.\frac{n}{\underline{t}} \underline{n}-1\right)$. Also, for the main effect $i=\underline{s}: \underline{t}$, the degrees of freedom, are $\underline{n}_{\underline{s}} \underline{n}_{\underline{\prime}}(\underline{n} \underline{i}-1)$, and for the


## Structural Models

Consider the design ( $\underline{p}: \underline{c}$ ) $x$ i. For this design, the observed score for person $\underline{p}$ in class $\underline{c}$ on $i$ em $i$ can be represented by the structural model:
where

$$
\begin{aligned}
& \begin{aligned}
\mu & =\text { grand mean in the universe; } \\
\mu & =\text { effect four person } p \text { in class } c ;
\end{aligned}
\end{aligned}
$$

$$
\begin{aligned}
& \mu_{\mathrm{pi}: \mathrm{c}^{2}}=\text { effect for interaction of person } \mathrm{p} \text { in class } \underset{\sim}{c} \text { on item } i \text {; and } \\
& \text { - } \underline{e}=\text { random error }
\end{aligned}
$$

(Note that the structural model for each of the five illustrative designs is. provided in the footnotes to Tables 1 - 5.)

Score Effects. Equation 1 provides a decomposition of the observed score $X_{\text {pi :c }}$ in terms of independently estimable effects which we will call score effects. Specifically, we will say, that $\mu_{\alpha}^{\sim} \sim$ is the score effect fur the component $\alpha$. Since the words "effect" and "component" are basically synonymous; one could also speak of the score coniponent for the effect $\alpha$; however, the author generally prefers the former verbal description because it avoids some verbal ambiguities

象飛 in subsequent sections.

The usual assumptions concerning score effects, such as those represented in Equation 1 , are well documented in the literature and in experimental design texts. First, each effect is assumed to be independent of every other 'effect. Second, in order to make the estimates of the-effects unique, the expected value. of each erfect over any of its subscripts is set equal to zero. Consider, for example, the effect $\mu_{\underline{c}} \cong$ in Equation 1 , and suppose we take a sample of $\underset{\sim}{n}$. classes from a universe of $\underset{\underline{\mathrm{N}}}{\mathrm{C}}$. classes. The universe of classes is called the universe of admissible observations for the class facet. The second assumptiopn, implies that the sum of $\mu_{\underline{C}}^{\sim}$ over the universe of ${\underset{\sim}{N}}^{c}$ classes is constrained. to be zero, and the sum of the estimates of $\mu_{\underline{C}} \sim$ over the sample of $\underline{n}_{C}$ classes is constrained to be zero. However, it is not necessarily true that the sum :of $\mu_{\underline{c}}{ }^{n}$ over the sample of $\frac{n}{\underline{c}}$ clásses is zero. Finally, note that Equation, 1 involves no assumptions about the distributional form of the errors.

Mean Scores.
Associated with' each score effect is á unique
mean score. Fọr any zomponent $\alpha$, the mean score. is the expected value of the observed score over all indices not contained in $\alpha$. Note that for any facet (i.e., index) the expected value is taken over the universe of admissible obsèrvations, and the symbol: "旨" is used to define expectation. For example; from Equation 1:

$$
\hat{6}_{\underline{i}}^{\underline{p} i: c}=\mu+\mu_{\underline{p}: \underline{c}}=\dot{\mu}_{\underline{c}}{ }^{n}=\mu_{p: c}
$$

That is, $\mu_{\mathrm{p}: \mathrm{c}}$ is the expected value of $X_{\mathrm{pi}: \mathrm{c}}$ over all items in thè universe of admissible observations.

Note, in particular, the distinction between $\mu_{p: c} \dot{c^{\prime}}$ (score effect) and
$\mu_{\mathrm{p}: \mathrm{c}}$ (mean score). Notationally, a score effect always has a tilda ( $\sim$ ) associated with it, and a mean score does not. Also, the term "mean score" in this context
should not be confused with an observed mean score for a sample, or a universe score for a particular D-study, both of which are discussed in considerable detail latër.

Using this notational system it is easy to express any mean score in terms of score effects. In yeneral; for the component $\alpha$,

$$
\mu_{\alpha}=\mu+\left\{\begin{array}{c}
\cdot \quad \text { Sum of score effects }  \tag{2}\\
\text { for all components that consist } \\
\text { solely of indices in } \alpha
\end{array}\right\}
$$

For each component in the design ( $\mathrm{p}: \underline{\mathrm{c}}$ ) $\times$ i, Table 6 reports equations for mean scores in tęrms of score effects. Converșely, score effects can be expressed. in terms of mean. scores.

Insert Table 6 about here

Algorithm 1: Expressing a Score Effect in Terms of Mean Scores. The following algorithm can be used with any design to express a score effect as a combination of mean scores. Let $\alpha$ be a component' with t nesting indices and $m$ main effect indices; then $\mu_{\alpha}{ }^{2}$, the score effect associated with $\alpha$, is equal to:

Step 0: $\mu_{\alpha}$

Step 1: Minus the mean scores for components that consist of the $t$ nesting indices and $\underline{m}=1$ of the main effect indices;

Step 2: Plus the mean scores for components that consist of the t nesting indices and $\underline{\underline{m}}-2$ of the main effect indices;

Step i: Plus (if is is even). or Minus (if is is odd) the mean scores for components that consist., of the $t$ nesting indices and $m$ in of the main effect indices;

The algorithm terminates with Step $m$; that is, with the mean score for the component containing. only the $t$ nesting indices. If there are no nesting indices in the component $\alpha$, then it follows that step $\underline{m}$ results in adding or subtracting $\mu$. .*

Consider, for example, the component pi:c in the design ( $p: c$ ) $x$. This o

 both $p: c$ and $\underline{c i}$ contain the nesting index, $c$, and $2 \div 1=1$ matn effèct index. Step 2 results in adding $\mu_{\underline{c}}$ to the result of step $\ddot{1}$, because. $\underset{\sim}{c}$ is the component , that contains the nesting index, $E$, and 1 - $1=0$ main effect irdexes. Therefare,

For eacirtomponent ir the design ( $\mathrm{p}: \underline{c}$ ) $\times$ i, rable 6 reports equations for score effectr in terms of mean scores.

Sums of Squares ${ }^{3}$

- For eadn component $\alpha$, the mean score $\mu_{\alpha}$ has an observed score analogue, which we denote. $\bar{X}_{\alpha}$. Similarly, $\mu_{\alpha}{ }^{n}$ has an observed score analogue $\bar{X}_{\alpha} \sim$. For example, in the design ( $\mathrm{p}: \mathrm{c}$ ) $x$ i, $\bar{X}$. is the observed mean score over the sample of perions and items in class $\bar{c}$, and $\bar{X}_{c} \sim$ is the observed score effect
for class $c$. The relationship between $\mu_{\alpha}$ and $\mu_{\alpha}{ }^{2}$ is identical to the relationship between $\bar{X}_{\alpha}$ and $\bar{X}_{\alpha}{ }^{n}$. That is, Algorithm 1 and Equation 2 are applicable to observed mean scores and observed score effects througin replacement of $\mu_{\alpha}{ }^{\prime} \mu_{\alpha}{ }^{2}$, and $\mu$ by $\bar{X}_{\alpha}, \bar{X}_{\alpha} थ$, and $\bar{X}^{\prime}$, respectively. In this terminology and notational system the "sums of squares" calculated in the performance of an analysis of variance are, more correctly, the "sums of squares" for observed score effects. There are two well-known, algebraically identical procedurès for determiring the sums of squares for observed score effectis. The first procedure entails, a direct application of the observed score effects: See, for example, the last column of Table 7 .for the design ( $p: \underline{c}$ ) $x$ ㄹ.

Insert Table 7 about here

This procedure is, at least conceptually, the simpler of the two. However, a computationally easier procedure involves ușing the sums of squâres frr observed mean scores (to be distinguished from the sums of squares fr, observed score effects). Kirk (1968), among others, uses this second procedure extensively. In general, the sum of squares for observed mean scores, for the component $\alpha$, ís

$$
\begin{equation*}
\left[\bar{x}_{\alpha}\right]=\underline{f}(\alpha) \sum \bar{x}_{\alpha}^{2} ; \tag{3}
\end{equation*}
$$

where the summation is taken over all indices in $u$, and $\underline{f}(\alpha)$ is the number of observations used to calculate the mean"for any one of the levels of $\alpha$. Specifically,

$$
\begin{aligned}
& \underline{f}(\alpha)=\left\{\begin{array}{l}
1, \text { if } \alpha \text { includes all i:dices in the: design; and, otherwist, } \\
\text { the product of the } G \text { study sample sizes }(\underline{n} ' s) \text { for he }
\end{array}\right. \\
& \text { indices not included in } \alpha \text {. }
\end{aligned}
$$

The quantities $\left[\bar{X}_{\alpha}\right]$ for each of the components in the design $(p: c) \times$ i are reported in Table 7. Table 7 also provides the sums of squares for observed score effects expressed in terms of the quantities $\left[\bar{X}_{\alpha}\right]$. Note that the above terminology directly implies that $\left[\bar{X}_{\alpha}\right] \dot{\sim}$ is the sum of squares for observed Score effects, for the component $\alpha$. Furthermore, Algorithm 1 and Equation 2 are applicable to the quantities $\left[\bar{X}_{\alpha}\right]$ and $\left[\bar{X}_{\alpha}\right]_{n}$ tnrough replacement of $\mu_{\alpha^{\prime}} \mu_{\alpha}{ }^{2}$, . "an'd $\mu$ by $\left[\bar{x}_{\alpha}\right],\left[\bar{x}_{\alpha}\right] \sim$, and $[\bar{X}]$, respectively.

From the above development it follows that the sum of squares (for observed score effects) associated with the component $\alpha$ is:

$$
\begin{align*}
& \underline{S S}(\alpha)^{?}=\left[\bar{X}_{\alpha}\right] \sim, \text { or }  \tag{5}\\
& \underline{S S}(\alpha)=\underline{f}(\alpha) \sum\left(\bar{X}_{\alpha} \sim^{2},\right. \tag{6}
\end{align*}
$$

where $\dot{\ddagger}(\alpha)$ and, $\Sigma$ rave the same interpretation in Equation 6 that they nave in Equation 3.

Equätions 5 and 6 are applicable to calctalating sums of squares asisociated with any component, whether or not it is nested. "In addition, for any nested component, the sum of squares can be obtained by adding the sums of squares for the confounded effects. For example, in the design (p:cic) $x$ i (Figure 1 and Table 4), the component pi:c represents the confounded effects pi and pic, which are independently estimable in the design $p \times \underline{x} \times \underline{i}$. Therefore-, to obtain the sums of squares for pi:c, the data can be treated as if they
 associated with pi and pic results in the sum's of squares for pi:c.' This is a very useful procedure for performing a G-study having nested components, especially when available computer frograms cannot directly accommodate nested designs.

## G Study Considerations and the Estimation of Variañce Components

 for the Random Effects ModelWhereas, classical analysis of variance procedures typicąlly emphasize F-tests, generalizability theory emphasizes the estimation of variance somponents. According to the most recent edition of. Standards for Educational $\dot{\underline{\varepsilon}}$ Psychological Tests (APA, 1974): the "estimation of clearly labe?.ed components of score variance is the most informative outcome of a reliability study, both for the test developer wishing to improve the reliability of his instrument and for the user desiring to interpret test scores with maximum understanding", (p. 49).

Variance Components--Notation and Terminology
The variance component associaced witi the component' $\alpha$ is, by definition, the variance of the universe score effect for the component $\alpha$. Consider, for example. the desiğn $\underline{n} x$ i, which can be represented as:

$$
\begin{equation*}
X_{p i}=\mu_{1}+\mu_{p}{ }^{2}+\mu_{\underline{i}}{ }^{2}+\mu_{p i}{ }^{2}+\underline{e}^{`} \tag{7}
\end{equation*}
$$

where $\mu=$ orand mean in the universe,

```
\({ }_{2 p} p^{2}=\) effect for person \(p\),
\(\mu_{i} \underline{i}^{2}=\) effect for item \(\underline{i}\),
\({ }_{p i}{ }^{\sim}=\) effect for the interaction of person \(p\) with \(i t e^{i}\), and
    e \(=\). random error.
```

$b$
The variance for the component $\underline{p}$ is denoted $\sigma^{2}\left(\widetilde{\mu} \underset{\sim}{2}\right.$, which is abbreviated $\sigma^{2}(\underline{p})$.. . This is, $\sigma^{2}(\underline{p})$, is the variance of $\mu_{p}{ }^{2}$, over all persons in the universe
(or population) of admissible observations.
Similarly, $\sigma^{2}(\underline{\text { pi }})$ is the variance of the component pi; or, more specifically, the variance of $\mu_{\mathrm{pi}^{2}} \sim$ in the universe. However, $\sigma^{2}$ (pi) is confounded with random error variance. "To account for this confounding, Cronbach et al. (1972) denote this variance component $\sigma^{2}$ (pi, e). Using the notational system" discussed above, the component that consists of all indices in the design is always confounded with random error. Therefore, it is not necessary to expli itly indicate this confounding in the notation for variance components, and we will not do so here. As another example, consider the component pie: $\underline{c}$ in the $\qquad$ design ( $\underline{p}: \underline{c}$ ) $x-\underline{\underline{i}}$ (see Equation 1 and Table 4). Here, the variance of this *. component is denoted $\sigma^{2}$ (pi:c). Cronbach et al. (1972), however, repre-. sent this variance component by $\sigma^{2}$ (pi, pic, e), which explicitly indicates both the confounding resulting from the nesting of pi within $c$, and the confounding. of random error with pi:c.

For the design $\underline{p} \times \underline{\underline{i}}$ (see Equation 7), the variance of $X_{p i}$ over all persons" and items is:

$$
\begin{align*}
\sigma^{2}\left(x_{\mathrm{pi}}\right) & =\underset{\underline{p} \cdot \underline{i}\left(x_{\mathrm{pi}}-\mu\right)^{2}}{ }  \tag{8}\\
& =\sigma^{2}(\underline{p})+\sigma^{2}(\underline{i})+\sigma^{2}(\underline{\mathrm{p} i}) \tag{9}
\end{align*}
$$

Since the variance components in Equation 9 are non-negative and independent, $\dot{\sim}$ none of them can be greater than the maximum value of $\sigma^{2}\left(X_{\mathrm{pi}}\right)$. If, for e:carnple, items are scored $(0,1)$, then no variance component can be greatur than 0.2 . . fice maximum value of $\sigma^{2}\left(X_{\mathrm{pi}}\right)$. In effect, each variance component in Equation 9
represents that part of $\sigma^{2}\left(X_{\mathrm{pi}}\right)$ uniquely attributable to the component. (This, of course, is not true for mean squares.) Furthermore, since $X_{p i}$ is the observed score for a sinule person and a single 'item, the variance components in Equation 9 are for a single person, a single item, and a single person-item combination, respectively. It is both usual and highly advisable to report $G$ study variance components for single observations based on sampling one condition of each facet. These $G$ study variance components can be used easily in subsequent. D studies that involve sampling ary number of conditions of each fäcet.

There are several procedures that might be used to.estimate variance components. For example, cornfield and Tukey (1956), Cronbach et. ai. - (19; ?), Millman 'and. Glass (1967), and most experimental design texts. (è.g., Kiŕk, 1968) discuss procedures for obtaining the expected value rof mean squares in terms of variance components. The resulting set of equations can be solved to express estimated variance components int terns of mean squares (see Endier, 1966). Also, using these procedures, expected'mean squares and estimated variance components can be obtạined for models öther than the random effects model. These procedures', however, are often more generigi and more complicated than the requirements of a generalizability analysis demand. For example, usually a G study does not directly require, expected mean ${ }_{6}$ squares. Furthermore, it is usually best to perform a G. stuily under the assumptions of ${ }^{\circ}$ und random effects model.

The terms "random," "fixedi" and "mixed effects" are common in thè context of analysis of variance, but they have been used less frequently in the context of generalizability theory. In the usual terminology of generaliz_ability theory, a facet is random if conditions of the facet are randomly sampled from an infinite (or essentially infinite) universe of possible conditions for the fa'cet.

Notationally, if $n$ is the sample size for some facet, and $N$ is the size of the universe for the facet, then the facet is random if $\underline{n}<N \rightarrow \infty$. A facet is fixed if $n=N$. "If all facets are random, then the design is a random effects design. Similarly, if all facets are fixed, then the design is a fixed effects design. If some facets are fixed and some random, then the desiğn is a mixed effects design. fốr a g study it is almost always best to estimate variance components under the assumptions of a random effects model The variance compoinents resulting from a random effects analysis of $G$ study data can be used easily in subsequent $\bar{D}$ studies that employ random, fixed, or mixed models: $: \quad$ The only important exception to this general rule involves random sampling from a finite universe, which is treated later.

## Algorithm 2:- Estimation of Variance Components for Random Effects Models:

 Another procedure for estimating variance components entails the use of Venn diagrams (see Cronbach et al., 1972). This procedure (which is illustrated later) is quite usexul when the random, effects model is employed in a design that is relatively uncomplicated. However, the Venn diagram approach is rather difficult to use with more complicated designs. The following algorifthm 'reflects the Venn diagram approach, but it 'does' not require the use of Venn diagrams.Assume that $\alpha$ is some component conšisting of $k$ indices. Here, it dóes 'not matter whether an index in, $\alpha$ is, nested or not. In general, the estimated value of the variance of the component $\alpha$, for the random effects model is:

$$
\partial_{0}^{2}(\alpha)=\frac{1}{\underline{f}(\alpha)}\left[\begin{array}{c}
\text { some combination } \\
\text { of mean squares }
\end{array}\right] \therefore
$$

where $\underline{f}(\alpha)$ has been defined in Equation 4, and the appropriate combinatign of mean squarès is:

Step 0: MS ${ }^{(\alpha)}$

Step 1: Minus the mean squares for all components that consist of the $k$ indices in $\alpha$ and exactly one additional index (call the set of additional indices $A$ );

Step 2: Plus the mean squares for all components that consist of the $\underline{k}$ indices in $\alpha$ and any two of the $\underline{A}$ indices;

Step 3: Minus the mean squares for all components that consist of the $\underline{k}$ indices in $\alpha$ and any three of the $A$ indices;

Step i: plus (if in is even) or Minus (if in is odd) the mean squares for all omponents that consist of the $\underline{k}$ indices in $\dot{\alpha}$ and any $\underline{i}$ of the A indices;

The algorithm terminates when a step results in no mean squares added or subtracted.

For some components no steps are required. For example; the estimated variance of the component that contains all indices in the design is simply the mean square of that component. Also, except in ruite anpincated designs, it is rare that more than two steps are required to obtain the estimated variance component in terms of mean squares. The actual number of steps required for any component in any design is $g-k$, where $g$ is the total number of indices in the design.

Tables 1 - 5 provide equations for estimating the variance of the components in each of the five illustrative designs, assuming the random effects model. Consider, for example, the component $\alpha=p i: c$ in the design ( $p: c$ ) $x$ i. Since all indices in the design are included in $\alpha, \underline{f}(\alpha)=1$ and step 1 results, in ño méan squares subtracted from MS (pi:c); therefore, $\dot{\theta}^{2}(\mathrm{pi}: c)=M S(p i: c):$

For the component $\alpha=p: c$ in the same dessign, $\underline{f}(\alpha)$ is simply $\underline{n_{i}}$. step $l$ results in subtracting only MS (pi:c) from MS (p:"), since pi:c is the only component in the design that contains $\alpha$ (i.e., p:c) and one additional index (i). Step 2 results A no mean, squares added. Therefore,

$$
\delta^{2}(\underline{p}: \underline{c})=[\underline{M S}(\underline{p}: \underline{c})-M S(p i: c)] / \underline{n_{i}}
$$

For the component $\alpha=\underline{c}$ in the design ( $\underline{p}: \underline{c}$ ) $\times$ i, the product of the
 subtracting both $M S$ ( $p: c$ ) and $M S$ (ci) from $M S$ (ç). Step 2 results in adding MS (pi:c): Step 3 results in no mean squares subtracted. Therefore,

$$
\theta^{2}(\underline{c})=\left[\underline{M S}(\underline{c})^{\prime}-\underline{M S}(\underline{p}: \underline{c})-M S(c i)+M S(p i: c)\right] / \underline{n} \underline{n} \underline{i}
$$

Figure 2 uses ${ }^{\text {V }}$ Venn diagrams to illustrate the estimation of the variance of the three components discussed above. In the Venn diagram approach, a mean squàe for a main effect is represented by a circle; a mear souare for an inter$r_{3}$ action is represented by the intersection of two gr more circles; and a variance component is represented by a part of a circle that usually looks like a phase of the moon. More specifically, a part of a oircle represents $\dot{f}(\alpha) \theta^{2}(\alpha)$. The Venn diagram approach to determining estimates of variance components is quite useful for relatively simple designs, such as $p x i$ and ( $p: c$ )-x i. However, this approach is not possible with some complicated designs, and this approach is difficult to employ with designs that inyolve considerable nesting, such as the design ( $\mathrm{p}: \underline{c}$ ) $\times(\underline{i}: \underline{s}: t$ ).

Algorithm 2 proviples an estimate of the magnitude of a variance component-. . not its statistical significalnce. Even if a vaxiance component is not statistically significant, it is an unbiased estimate, and, it is better, tön use-it, than to replaco it with zero (ciconbach et al, 1972). Nevertheless, . . . . . . . . estimated variance ciomponents, like other statistics, are subject to sampling variation., Thictopid is putside the intended, scoper of this paper, but' pertinent issues are treated by Cronbach et ai. (1972, pp. 49-56), by" Searle, (1971), and to some extent by Scheffé (1959). and. Winer (1971). 'If, however, Algorithm 2 results in a negative estimate of a variance component, then the use of either Algorithm 2 or the Venn diagram approach is questionable. Procedures for treating, neqative estimates are discussed by Cropbach et al. (1972, pp. 57). One such' procedure involves use of expected mean squares.

## Expected Mean Squañes

Al̄̈hough a G study usually does not require expected mean squares, it is easy to obtain them for the random effects model using the notation introduced
fn this paper. In general, for the zandom effects model; the expected mean. square associated with the component $\dot{B}$ is:

$$
\begin{equation*}
\operatorname{EMS}(\beta)=\sum_{\alpha} f(\alpha) \sigma^{2}(\alpha) ; \tag{10}
\end{equation*}
$$

where $\alpha$ is any component that contains all of the indices in $\bar{B}, \underline{f}(\alpha)$ is défined by Equation ${ }^{2} 4$, and $\theta^{2}(\alpha)$ is the random effects variancè component for $\alpha$ :

Consider, for example, the component $\underline{p}$ in the design $\underline{p} x$ (ís). From
Figure 1 and Table 3, it is clear that the components that contain the index $\underline{p}$ are $\underline{p}, \underline{p s}$, and $\underline{i}: \underline{s}$. Applying Equation 4 to these components given $\underline{f}(\underline{p})=n_{\underline{i}} \underline{n}^{\prime}$ $\underline{f}(\underline{p s}) \doteq \underline{n}_{\underline{i}}$, and $\underline{f}(\underline{p i}: \underline{s})=1 \ldots$ Therefore,

$$
\underline{E M S}(\underline{p})=\sigma^{2}(\underline{p}: \underline{s})+\underline{n}_{\underline{i}} \sigma^{2}(\underline{p s})+\underline{n}_{\underline{i}} \underline{s} \sigma^{2}(\underline{p})
$$

similarly,

$$
\begin{align*}
& \text { - } \quad \text { - } \\
& \underline{E M S}(\underline{s})=\sigma^{2}(\underline{n i}: \underline{s})+\underline{n}_{\underline{i}} \sigma^{2}(\underline{p s})+\underline{n}_{\underline{p}} \sigma^{2}(\underline{i}: \underline{s})+\underline{n}_{\underline{p}-\underline{n}}^{\underline{i}} \sigma^{2}(\underline{s})  \tag{llb}\\
& \underline{E M S}(\underline{i}: \underline{s})=\sigma^{2}(\underline{p i}: \underline{s})+\underline{n_{p}} \sigma^{2}(\underline{i}: \underline{s}) \vdots \\
& \underline{E M S}(\underline{p s})=\sigma^{2}(\underline{p} \underline{i}: \underline{s})+\underline{\underline{n}}_{\underline{i}} \sigma^{2}(\underline{p s}) ;  \tag{lld}\\
& \text { EMS (pí: } \underline{\underline{s}})=\sigma^{2}(\underline{p i}: \underline{s}) \text {. }
\end{align*}
$$

Perhaps the most important use of expected mean squares in a $G$ study îs to estimate váriance components when Algorithm 2 or the Venn diagram approach results in one or more negative estimates for variance components. Consider, for example, the expected mean squares provided by Equations lla - lle for the p $x$ (i:s) design. Equation lle can be used to estimate $\sigma^{2}$ (pi:s); and then Equation $11 \ddot{d}$ can be used to estimate $\sigma^{2}$ (ps). If the estimate of $\sigma^{2}$ (ps) is .

Generalizibility
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negative, then zero is substituted for the negative estimate, and this zero is carried forward as the estimate of $\sigma^{2}(\mathrm{ps})$ in all, other expected mean square equations. This "plausịble solution" to the negative estimate problem is suggested by Cronbach et al. (1972, pp. 57).


## D Studies for Random, Fixed, and Mixed Models

.The primary result of a typical $G$ study is the ertimated random effects variance components for the $G$ study design. These $G$ stuây variance components are for single observations based on random sampling of one condition of each facet, from an infinite universe of admissible conditions (or observations) for the facet. By comparison, a decision maker will want to use these results in same $D$ study that involves its own sample size, $\underline{n}^{\prime}$., and universe size $\underline{N}^{\prime}$., for each facet in the universe of generalization. İf, for example, $\underline{N}^{\prime} \rightarrow \infty$, , then the facet involves sampling from an infinite universe of generalization; and if $\underline{n}^{\prime}=N^{\prime}$ ', then the facet is fixed in the universe of generalization. Here and in Cronbach et al. (1972) $\underline{n}$ refers to the size of the sample and $\underline{N}$ to the size of - the universe of admissible observations from the $G$ study. Similarly, $\underline{n}^{\prime}$ refers. to the sample size and $N^{\prime}$. to the size of the universe of generalization defined by some $D$ study.

In performing a $D$ study, then, the decision maker must specify, directly or indirectly, the sample sizes and universe sizes for each of the facets in the universe of generalization. In addition, the decision maker must specify the object of measurement. It is usually tise case that the facet for persons, or some aggregate of persons (such as a class), serves as the object of measurement in a $D$ study. Howevex: any facet could serve as the object of measuremen't (see Cardinet, Tourneur, \&'Allal, 1976). Suppose, for example, that the design (p:c) $x$ i were used in the $G$ study, A $D$ study might use persons, items, or class .means as the objects of measurement. . In some literature the terms "object of measưrement" and "unit of analysis" are used synonymously.

However, recently the unit of analysis issue has been viewed primarily
in the context of choosing an appropriate unit of analysis (see Cronbach, Deken, ${ }^{x}$ anã F̈̉ebb, 1976; Haney, 1974b). This, of course, is an important issue, but it.is outside the scope of this paper. Our concern here is with issues in analyzing $D$ study data once the object of measurement izas been chosen. In order to avoid ambiguity, therefore, we use the term "obje"ct of measurement". rather than "'anit, of analysis."

## D Study Variance Components

Syppose a $G$ study is conducted using the design $p$ i $^{\circ} \times$. Table. 2 providès the estimated random effects variance components resulting from such a $G$ study. A typical D study, associated with such a'G study, might use $p$ as the object of measurement. "For such.a $D$ study, the observed score for person p, assuming an infinite universe of generalization for the item and occasion facets, can be represented as:
where experimental érror e is completely confounded with $\dot{\mu}_{\mathrm{pIO}}{ }^{n}$. In Equation in, an upper-case subsoript indicates the mean for a $D$ sfudy sample of size $\underline{n}^{\prime}$; i.e.,

$$
\begin{aligned}
& \mu_{I}{ }_{\underline{I}}=\frac{1}{\underline{n}_{\underline{i}}^{\prime}} \cdot \sum_{\underline{i}=1}^{n} \mu_{\underline{i}}^{n}
\end{aligned}
$$

Note that here we use the abbreviation $X_{p}$ to mean $X_{p I O}$ where $\underline{p}$ is "the object of measurement for thein study.

For each of the score effects in Equation 12, the estimated D study variance component is obtained by divịding the estimated $G$ study variance component by the frequency of sampling the effect within the object of measurement. In general, the frequency of sampling the component $\alpha$ within the object of meásurement component $\gamma_{s}$ is:

$$
\underline{d}(\alpha \mid \gamma)=\left\{\begin{array}{c}
l \text { if } \alpha \text { contains only indices in } \gamma ; \text { and, otherwise }  \tag{13}\\
\text { the product of the } D \text { study sample sizes for all } \\
\text { indices in } \alpha \text { that are not in } \gamma
\end{array}\right.
$$

For example, for the component $p$ in whe study design represented by tne structural model in Equation $12, \underline{d}(\alpha \mid \gamma) \equiv \underline{d}(\underline{p} \mid p)=1 ;$ and the estimated $D$ study variance of the component $\dot{p}$ is $\delta^{2}(\underline{p}) / 1=\theta^{2}(\underline{p})$. For the component. $I, d(\alpha \mid \gamma)=n_{i}^{\prime}$, and the estimated $D$, study variance.
 and the estimated $P_{\text {, }}$ study variance component for $\underline{p I}$ is $\hat{\theta}^{2}(\underline{p I})=a^{2}(\underline{p i}) / \underline{n_{i}^{\prime}}$.

All D study variance components for the design $\bar{p} \times \underline{i} \times$ are reporiced in: Table 8. It is "imporitant to note that these variance 'components are for' a: random effects $D$ study; i.e.; $n_{\underline{i}}^{\prime}<\underline{N_{\underline{i}}^{\prime}}>\infty$ and $\frac{n_{\underline{O}}^{\prime}}{\underline{N_{0}^{\prime}}} \underset{\underline{O}}{\prime} \rightarrow \infty$. It is also possible to express $D$ study variance components, in terms of a model different from the randón effects model. (See subsequent discussion of sampling from a finite universe, ) However, even wien one or more facets is fixed in the universe. of generalization, it is usually more informative to use and report the random effects $D$ study variance components. Various combinations of these components provide the summary statistics typically used in a D study. The only important
exception occurs in the case uf sampling from a finite universe of generalization; this" possibility is considered later:


By convention, here and in Cronbach et al. (1972), D study. estimated variance components and summary statistics formed from them, are expressed in terms, of mean scores. For example, $\partial^{\dot{2}}(\underline{I})=\delta^{2}(i) / \underline{n}$ in in Table 8 is the $D$ study estimated variance component associated with the mean score for a sample of $\underline{n} \boldsymbol{i}$ items. It. is also possible to express, $D$ study variance components in terms of total scores. For example, the D study estimated variance component associated with the total
 D study components are obtained by multiplying (rather than dividing) $G$ study. variance components by the sampling Erequency within the object of measuirement (see Eq̆uation 13).

## D Study Summary Statistics

D study variance components are useful in and of themselves, because they provide a direct indication of the relative magnitude in the $D$ study, of each of the independently estimable components of score variance. In addition, D study variance components are frequently used to estimate one or more of the following:
$\sigma^{2}(\tau)$ : the universe score variance for the object of measurement $\tau$, which is analogous to the true score variance in classicaltest theory; ${ }^{4}$

E $\sigma^{2}(x):$ the expected observed score variance, which is the expected value over design replications of observed deviation scores;

E $\rho^{2}$ : an intraclass correlation coefficient, called a coefficient. of generalizability, which is analogous to a reliability coefficient in classical teṣt theory;
(8 $\sigma^{2}(\delta):$ the error variance for making comparative decisions among: the opjects of measurement (e.g.i persons), which is analogous to the error of measurement in classical test-theory. " "The error $\delta$ is the discrepancy between the observed deviation score and the universe score expressed in deviation form" (Cronbach et al., 1972, p. 25).
$\sigma_{9}^{2}(A)$ : the average error variance within an object of measurement (e,g, persón), where error is defined as the difference beiween observed and universe score; and .
$\sigma^{2}(\varepsilon)$ : the variance of errors of estimate'from the linear regression of universe scores on observed scores; that is, $\alpha^{2}(\varepsilon)$ is the variance of the discrepancies between estimated and actual universe scores,

The following equations provide $=$ me useful relationships among estimates of the statistics introduced above:

$$
\begin{equation*}
\widehat{\xi \sigma^{2}}(x)=\delta^{2}(\tau)+\widehat{\xi_{\sigma}^{2}}(\delta) ; \tag{14}
\end{equation*}
$$

$$
\begin{align*}
& \widehat{E_{\rho}^{2}}=\frac{\theta^{2}(\tau)}{\widehat{\xi_{\sigma^{2}}(x)}=} \frac{\theta^{2}(\tau)}{\theta^{2}(\tau)+\widehat{\sigma_{0}^{2}}(\delta)}  \tag{15}\\
& \vdots  \tag{16}\\
& \delta^{2}(\varepsilon) \doteq \theta^{2}(\tau)\left(1-\widehat{\delta_{o}^{2}}\right)
\end{align*}
$$

Equation 14 is analogous to the classical test theory result that the variance of observed scores equals the variance of true scores plut the variance. of exror scores. Note, in particulare, that the error variance in Equation 14 is

$(\delta)$ is not $\theta^{2}(\Delta)$. The latter has no clear analogue in classical test theory with its emphasis on parallel measurements (see Lord, 1962); however, Brennan and Kane (in press-b) show that $\sigma^{2}(\Delta)$ is related to a type of error variance discussed by Lord (1957) prior to the advent of generalizability theory. Also Brennan and Kane (in press-a, in préss-b)'show that $\sigma^{2}(\Delta)^{\circ}$ is usually an appropriate estimate of error variance for domain-referenced mastery tests, whereas $\overbrace{\delta_{0}^{2}(\delta)}$ .is seldom appropriate.

As implied by Equation 15, a coefficient of generalizability is defined as the ratio of universe score variance to expected observed score variance. In terms of estimates, $E_{\rho^{2}}$ is a consistent esimator of $\sigma^{2}(\tau) / \sigma_{\sigma} \sigma^{2}(X)$, because $\theta^{2}(\tau)$ and $\widehat{\xi \sigma^{2}}(X)$ are both unbiased estinates (see tord and Novick, 1968, . pp. 201-203). Also, the notation $\widehat{\boldsymbol{E}_{\rho}^{2}}$ is indicative of the fact that a generalizability coefficient can be interpreted as a squared correlation or -intráclass ćorrelation coefficient (Cronbach, Ikeda, \& Auner, 1964), as well as an approximation to the expected value of the correlation between pairs of measurements '(Cronbach, et al., 1972, Chapter 8). 5

In Equation 16, $\theta^{2}(\varepsilon)$ is strictly appropriate only if the fegression equation for universe scores on observed scores is determiped from the actual sonditions used in the $D$ study. otherwise, $\theta^{2}(\varepsilon)$ in Equation ${ }^{16}$ is an underestimate of $\sigma^{2}(\varepsilon)$ (sec çronbach ęt aḷ., 1972, pp. 78-64).

## Combining D Stud́y Variance Components

In order to determine which variance componence enter each of the summary statistics defined above, it is necessary that the D study be clearly specified. Here, the nature of a particular $D$ study employing a specific design will be identified in the following manner: $\underline{D}(\dot{\gamma}|\underline{\dot{V}}| \underline{E} \mid R)$, where

```
\gamma = object of measurement component (i:e.f.the facet that serves
                        as the object of measurement for the D study);
```

                    \(\stackrel{\mathrm{V}}{\mathrm{V}}=\) main effect index in \(\gamma\);
    $F=$ the set of facets. that are fixed in the universe of generalization (i.e., facets for which $\underline{\mathrm{n}}^{\prime \prime}=\underline{N}!$ ) and

```
\(\frac{R}{2}=\) the set of random facets (i.e., facets for. which the \(D\) study contains a random sainple of \(\frac{n^{\prime}}{n}\) conditid from the universe genaralization for the facet).
Here, for handom facets, it is assumed that the universe of generalization is
```



``` ficrya finite universe of generalization.
In thle notation \(\underline{D}(\gamma|\underline{V}| \underline{F} \mid \underline{R})=\underline{F}\) and \(\underline{R}\) specify the universe of generalization, i.
```

and every index in the $D$ study design is in $\underline{V}, \underline{F}$ or $\underline{R}$. There are, however, two restrictions on $\underline{D}(\gamma|\underline{\dot{V}}| \underline{F} \mid \underline{R})$. First, each-index in $\dot{\gamma}$ must be in either $\underline{V}$ or $\underline{\underline{I}}$ but not in both. For example, if $p: c$ is the object of measurement component $\gamma$, then $p$ 'might be in $\underline{V}$, and $\underline{c}$ in $\underline{F}$, but $\underline{c}$ could not be in both $\underline{V}$ and $\underline{F}$. Second, there must be at least one 1 rdex in $R$ in order te make the $D$ study informative; otherwise, the $D$ study would not involve g̣eneralization óver any facet.

Añ Algebraic procedure. Given $\underline{D}(\gamma|\underline{V}| \underline{F} \mid \underline{R}),:=e$ components that enter $\sigma^{2}(\tau), \xi \sigma^{2}(X), \xi \sigma^{2}(\delta)$, and $\sigma^{2}(\Delta)$ are, respective- $:$


$$
\begin{equation*}
x(\gamma|\underline{v}| \underline{F} \mid \underline{R})=x_{\gamma}-{\underset{v}{\underline{v}}}^{\xi} x_{\gamma} ;: \ddots \tag{18}
\end{equation*}
$$

and $\Delta(\gamma|\underline{V}| \underline{F} \mid \underline{R})=x_{\dot{\gamma}}-{\underset{\zeta}{R}}_{\dot{R}} ;$
where each expectation is taken over the population or universe.
In Equations 17-20. $E_{R} x_{\gamma}$ is the universe score for the $D$ study, and $\tau(\dot{\gamma}|\underline{V}| \underline{F} \mid \underline{R})$ is, the universe deviation score. Similarly, $X_{\gamma}$ is the observed score for the D. study and $X(\gamma|\underline{V}| \underline{F} \mid \underline{R})$ is the observed deviation score.

Consider, for example, the observed score $X_{p}$ for the design $\underline{p} x \underset{\underline{i}}{x}$ ㅇ in Equation 12, and suppose that the $D$ study is $\underline{D}(\dot{\gamma}|\underline{V}| \underline{F} \mid \underline{R})=\underline{D}(\underline{p}|\underline{\underline{L}}|-\mid \underline{I}, \underline{O})$, where the symbol ' -" is used to indicate that there are no fixed facets in the universe of generalization.
'From Equation 17, the components that enter. $\sigma^{2}(\tau)$ are:

$$
\begin{aligned}
& =\mu_{p}-\mu \\
& =\mu_{Q}{ }^{n}
\end{aligned}
$$

and, therefore,

$$
\begin{equation*}
\sigma^{2}(\tau)=\sigma^{2}\left(\mu_{p} \underline{p}^{2}=\sigma^{2}(\underline{p})\right. \tag{ii}
\end{equation*}
$$

From Equation 48 , the components that enter $\dot{g}_{\sigma}^{2}(X)$ are:
and, therefore,

$$
\begin{equation*}
\mathscr{S}_{\infty}^{2}(X)=\sigma^{2}(\underline{p})+\dot{\sigma}^{2}(\underline{p I})+\sigma^{2}(\underline{p O})+\sigma_{\sim}^{2}(\underline{p I O}) \tag{22}
\end{equation*}
$$

Note that $\int_{6}^{\sigma}(X)$ is different from the total variance, $\sigma^{\dot{2}}(X)$, which is" the sum of all $D$ study variance components (see Equation 12).

From Equation 19, the components that enter $\mathcal{E}_{\substack{2 \\ 2}}^{2}(\delta)$ are:

$$
\begin{aligned}
& =\left(X_{\underline{p}}-\mu_{\underline{I O}}\right)-\left(\mu_{\underline{p}}-\mu\right) \text { ! } \\
& =\mu_{\underline{p I}}{ }^{2}+\mu_{\underline{p} O^{2}}+\dot{H}_{\underline{p I O}}{ }^{2} ;
\end{aligned}
$$

and, therefore,

$$
\begin{equation*}
\mathscr{E} \sigma^{2}(\delta)=\sigma^{2}(\underline{p I})+\sigma^{2}(\underline{p O})+\sigma^{2}(\mathrm{pIO}) \tag{23}
\end{equation*}
$$

From the above results it is clear that $\xi_{\sigma}^{2}(X)$ equals the sum of $\sigma^{2}(\tau)$ and $\xi \sigma^{2}(\delta)$, as indicated in Equation 14.

Finally, from Equation 20, the components that enter $\sigma^{2}(\Delta)$ are:

$$
=X_{p}-\mu_{p}
$$

$$
=\mu_{\underline{\mathrm{I}}^{2}}+\mu_{\underline{O^{2}}}+\mu_{\underline{\mathrm{pI}}}{ }^{2}+\mu_{\underline{\mathrm{pO}}}{ }^{2}+\underline{\underline{I O}}^{2}+\mu_{\underline{\mathrm{pIO}}}{ }^{2}
$$

and, therefore,

$$
\begin{equation*}
\sigma^{2}(\Delta)=\sigma^{2}(\underline{I})+\sigma^{2}(\underline{O})+\sigma^{2}(\underline{p I})+\sigma^{2}(\underline{D O})+\sigma^{2}(\underline{I O})+\sigma^{2}(\underline{\mathrm{pIO}}) \tag{24}
\end{equation*}
$$

With the exception of $\hat{\varepsilon}_{\sigma}^{2}(x)$, estimates of the above results are reflected in the fourth column of Table 8 . $\widehat{\sigma^{2}}(X)$ is most easily obtained using Equation 14; and, of course, Equations 15 and 16 can be used to obtain $\widehat{\xi_{p}^{2}}$ and $\theta^{2}(\varepsilon)$.

A Notational Procedure. The procedure represented by Equations 17 to 20 is' a-straightforward application of generalizability theory, but it does involve some degree of algebraic complexity. A simpler procedure invoives a direct application of the notation for variance components used in this paper. If the $D$ study is $\underline{D}(\gamma|\underline{V}| \underline{F} \mid \underline{R})$, then:
(a) variance components that enter $\mathcal{E}_{\sigma}^{2}(X)$ are all variance components that Contain the index in $\underline{V}$;
(b) variance components that enter $\sigma^{2}(\tau)$ are all variance components - that contain the index in $\underline{\mathrm{V}}$ and do not contain any index in R ;
(c) variance components that enter $\xi_{\sigma}^{2}(\delta)$ are all variance components that contain the index in $\underline{V}$ and one or more of the indices in R ; $\mathrm{ana}^{\circ}$
(d) variance components that enter $\sigma^{2}(\Delta)$, are all variance components that contain one or more of the indices in $\underline{R}$.

For example, for the model Equation 12 and $\bar{D}(\gamma|\underline{V}| \underline{F} \mid \underline{R})=\underline{D}(\underline{p}|\underline{p}|-\mid \underline{I}, \underline{O}$, $\hat{\varepsilon} \sigma^{2}(X)$ consists of the variance components that contain the index $p$ in $V$. $\leqslant$ These components are $\sigma^{2}(\underline{p}) ; \sigma^{2}(\underline{p I}) ; \sigma^{2}(\underline{p}) ;$ and $\sigma^{2}(\underline{p I O})$; therefore; \% $\sigma^{2}(X)$ is the result provided by Equation 22 . The variance components that enter $\sigma^{2}(\tau)$ are those, which contain a $\underline{p}$ and $d \underline{\text { not }}$ contain an $I$ or an $\underline{O}$ (the indices "in R) The only component that satisfies these two conditions is $\sigma^{2}$ (p); therefore, $\sigma^{2}(\tau)$ equals $\sigma^{2}(p)$, as specified by Equation 21. The variance ) • • \& 2: . . . . . . . . . .
 the indices $I$ and $\underline{O}$. These components are $\sigma^{2}(\underline{p I}), \sigma^{2}(\underline{p O})$, and $\sigma^{2}(\underline{p I O})$; therefore, $\ell_{\sigma}^{2}(\delta)$ is the "result provided by Equation 23. Similarly", all variance components except $\sigma^{2}(\underline{p})$ contain either an $I$ or an $\underline{O}$, or both; therefore, $\sigma^{2}(\Delta)$ is the result provided by Equation 24.

## Illustrative D Studies's

In this section, the procedures for combining variance components are discussed with reference, to various $D$ studies that might be used with each of the five illustrative designs. The results of applying either procedure are presented, in tables similar to Table 8 , and certain interesting indoor : illustrative aspects of these results are discussed in the text. (In studying these examples it is useful to refer to the model equations in Tables 1 . 5 * for the five illustrative designs.)

The Design $p \times i$. Table 9 presents a single application of the procedures for combining variance componentsein the $\underline{p} \underline{i}$ design. For $\underline{D}(\underline{p}|\underline{p}|-\mid \underline{I})$,

$$
\begin{aligned}
& \stackrel{\mu_{p}}{\dot{B}}-\mu \\
& =\mu_{\underline{p}}{ }^{2} \text {; }
\end{aligned}
$$

$$
\begin{aligned}
& =\left(X_{\underline{p}}-\mu_{\underline{I}}\right) \cdots\left(\mu_{\underline{p}}-\mu\right) \\
& =\mu_{\mathrm{pI}}{ }^{\dot{2}} \text {; and } \\
& \Delta(\underline{p}|p|-\mid I)=X_{\underline{p}}-{\underset{E}{E}}_{\underline{I}}^{X_{p}} . \\
& =X_{p}-\mu_{p} \\
& =\mu_{\underline{I}^{2}}+\mu_{\underline{p} I^{2}} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\therefore \quad \sigma^{2}(\tau) & =\sigma^{2}(\underline{p}) ; \\
\sigma_{\sigma} \sigma^{2}(\delta) & =\sigma^{2}(\underline{p I})=\sigma^{2}(\underline{p i}) / \underline{n}_{\underline{i}} ; \\
\sigma^{2}(\Delta) & =\sigma^{2}(\underline{I})+\sigma^{2}(\underline{p I}) \\
& =\frac{\sigma^{2}(\underline{i})}{\underline{n}^{\prime}}+\frac{\sigma^{2}(\underline{p i})}{\underline{n}_{\underline{i}}^{\prime}} ;
\end{aligned}
$$

$$
\begin{align*}
& f \sigma^{2}(x)=\sigma^{2}(\tau)+\beta_{\sigma} \sigma^{2}(\delta) \\
& =\quad=\sigma^{2}(p)+\frac{\sigma^{2}(\underline{p i})}{\underline{n}_{\underline{i}}^{\prime}} ; \text { and } \\
& \widehat{6 \rho^{2}}=\frac{\ddot{\theta}^{2}(p)}{\theta^{2}(p)+\theta^{2}(p i) / n_{i}} \tag{25}
\end{align*}
$$

Equation 25 is algebraically identical to Cronbach's (1951) Coefficient $\alpha$, and, when items are scored dichotmously, Equation 25 is.identical to Kuder and Richardson's (1937) Formula 20. However, the derivation of $\rho^{2}$ in Equation 25 does not require the assumption of classically parallel tests with equal means, equal. variances; and equal intercorrelations. Rather, the . derivation of $6^{\circ} p^{2}$ requires the weaker assumption of randomly parallel tests. Two tests are randomly parallel if they both consist of a random sample of the same number of items from the sane universe. Also, Equation 25 illustrates the regularity that forms the basis for the Spearman-Brown Formula for changes in test length. Increasing the number of $\underset{\sim}{i} t e m s, \underline{n} \underline{i}^{\prime}$, by a specified factor leaves $\delta^{2}(\tau)$. unchanged and decreases $\mathscr{f}_{\sigma}^{2}(\delta)$ by the inverse of the factor. This type of regularity occurs because the universe of generalization contains only one facet-namely, the item facet. For more complicated universes of generalization, the Spearman-Brown Formula does not usualiy apply.

The Design pxixo: Table 9 treats $D$ studies for three different universes of generalization when the person $p$ is the object of measurement. The first $D$ study, $\underline{D}(\underline{p}|\underline{p}|, \mid I, 0)$, has been discussed in detail. The other . two involve a single fixed facet, $I$ or ㅇ,

For example, for $\underline{D}(\underline{p}|\underline{p}| \underline{I} \mid \underline{O})$.

$$
\begin{aligned}
& =\mu_{P I}-\mu_{I} \\
& =\mu_{\underline{Q}^{2}}{ }^{2}+\mu_{\underline{p I}}{ }^{2} \text {; and }
\end{aligned}
$$

$$
\begin{aligned}
& =\left(X_{\underline{D}}-\mu_{\underline{I O}}\right)-\left(\mu_{\underline{D I}}-\mu_{\underline{I}}\right) \\
& =\mu_{\underline{\mathrm{pO}}}{ }^{2}+\mu_{\underline{\mathrm{pIO}}}{ }^{2} \therefore
\end{aligned}
$$

That is, $\sigma^{2}(\tau)$ consists of components that contain $p$ (the index in $\underline{v}$ ) and do not contain O (the index in R ), whereas $\dot{\delta} \sigma^{2}(\delta)$ consists of components that contain $\underline{p}$ and $\underline{O}$. Similarly, for $\underline{D}(\underline{p}|\underline{p}| \underline{O} \mid \underline{I})$,

$$
\begin{aligned}
\tau(\underline{p}|\underline{p}| \underline{I}) & =\mu_{Q^{2}}+\mu_{\underline{p} Q^{2}} ; \text { and } \\
\cdots(\underline{p}|\underline{O}| \underline{I}) & =\mu_{\mathrm{PI}}{ }^{2}+\mu_{\mathrm{PIO}}^{0}
\end{aligned}
$$

That is, $\sigma^{2}(\tau)$ consists of components that contain $\underline{P}$ (the index in $\underline{V}$ ) and do not contain I (the index in R), whereas $\mathcal{E} \sigma^{2}(\delta)$ consists, of components that contain $p$ and $I$.
 is a particular instance of a general rule; namely, once $\underline{v}$ is specified $E_{0} \sigma^{2}(X)$ is unaffected by changes in the universe of generalization. However, the universe of generalization does affect. $\sigma^{2}(\tau)$ and $\& \sigma^{2}(\delta)$. Using
$\underline{D}(\underline{p}|\underline{p}|-\mid \underline{I}, \underline{O})$ as a basis for comparison, in $\underline{D}(\underline{p}|\underline{p}| \underline{\underline{O}} \underline{0}$ ) the variance component $\sigma^{2}(\underline{L})$ moves from $6_{6} \sigma^{2}(\delta)$ to $\sigma^{2}(\tau)$; and in $\underline{D}(\underline{p}|\underline{p}| \underline{O} \mid \underline{I}) \cdot \sigma^{2}(\underline{p})$ moves from $\xi \sigma^{2}(\delta)$ to $\sigma^{2}(\tau)$.

- Going one step further, if both $I$ and $\underline{O}$ were fixed in the universe of generalization, then $E_{\sigma} \sigma^{2}(X)$ would be identical to $\hat{\sigma}^{2}(\tau)$, $\hat{E}_{0} \hat{\sigma}^{2}(\delta)$ would be unestimable, and, therefore, ${ }^{6} \rho^{2}$ would be unity. Such a result occurs whenever there are no facets over which the decision maker qeneralizes. It is for this reason that $\underline{R}$ should contiain at least one index for thé $\dot{D}$ study to be informative.
- As indicated in Table $8, \sigma^{2}(\Delta)$ never includes the variance componentsin $\sigma^{2}(\tau)$, and $\sigma^{2}(\Delta)$ always includes the variance components in $\mathscr{C}^{0} \sigma^{2}(\delta)$. The remaining variance components enter $\sigma^{2}(\Delta)$ only if they contain an index in R. For example, in $\underline{D}(\underline{p}|\underline{p}| \underline{I} \mid \underline{O}), \sigma^{2}(\underline{I})$ does not enter $\sigma^{2}(\Delta)$ because this variance component does not contain 0 . From another point of view, $\sigma^{2}$ (I) does not enter $\sigma^{2} .(\Delta)$ because $I$ is fixed in the universe of generalization, and, therefore; $\mu_{\underline{I}} \sim$ is a constant for" all persons.

Insert Table 10 about here

The Design px(i:s), Table 10 presents illustrative $D$ studies for a design that involves a single level of nesting in the universe of generalization. For the second $D$ stuđy, $\underline{D}(\gamma|\underline{V}| \underline{F} \mid \underline{R})=\underline{D}(\underline{p}|\underline{\underline{p}}| \underline{\underline{S}} \mid \underline{I})$, with $\underline{s}$ fixed in the universe of generalization,

$$
\begin{aligned}
\tau(\underline{p}|\underline{p}| \underline{\underline{s}} \mid \underline{I}) & =E_{\underline{\underline{p}}}-E_{\underline{E}} E_{\underline{p}} x_{\underline{p}} \\
& =\mu_{\underline{p S}}-\mu_{\underline{S}} \\
& =\mu_{\underline{p}}{ }^{2}+\mu_{\underline{p} \underline{S}^{2}} ;
\end{aligned}
$$

$$
\begin{aligned}
& =\left(X_{\underline{p}}-\mu_{\underline{I}: \underline{S}}\right)-\left(\mu_{\underline{p S}}-\mu_{\underline{S}}\right) . \\
& =\mu_{\underline{\mathrm{pI}}: \underline{S^{2}}} \text {; and }
\end{aligned}
$$

$$
\Delta(\underline{p}|\underline{p}| \underline{\underline{p}} \mid \underline{I})=X_{\underline{p}}-{\underset{C}{\mid}}_{\underline{I}}^{\underline{p}}
$$

$$
=X_{p}-\mu_{p S} .
$$

$$
=\mu_{\underline{I}: S^{2}}+{ }^{\underline{p} I}: \underline{S}^{n}
$$

In terms of the notational procedure for combining variance components, $\sigma^{2}(\tau)$ consists of variance components that contain $p$ (the index in $\underline{v}$ ) and do pot contain $I_{\text {( }}$ (the index in P); i.e.,

Similarly, 镸 $\sigma^{2}(\delta)$ consists of variance components that contain

- $\xi \sigma^{2}(\delta)=\sigma^{2}(\underline{p I}: \underline{s})$ $\%$

and $I$; ie.,
and $\sigma^{2}(\Delta)$ consists of variance components that contain I: i.e.,

$$
\sigma^{2}(\Delta)=\sigma^{2}(I: S)+\dot{\sigma}^{2}(p I: S)
$$

If, then, $\underline{S}$ is fixed in the universe of generalization,

$$
\widehat{\hat{6} \cdot \rho^{2}}=\frac{\theta^{2}(\underline{p})+\theta^{2}(\mathrm{pS})}{\partial^{2}(\underline{p})+\theta^{2}(\mathrm{pS})+\theta^{2}(\mathrm{pI}: \underline{S})}
$$

whereas, if S is a sample from an infinite universe,

[see $\underline{D}(\underline{p}|\underline{p}|-\mid \underline{I}, \underline{s})$ in Table 10].
The characteristics and utility of generalizability. coefficients that take stratification of content into account, were studied by cronbach and his collleagues (Rajaratnam, Cronbach; \& Gleser, 1965; Cronbach, Schönemann, \& McKie, 1965) shortly after their seminal. work on generalizability theory (Crombach, Rajaratnam, \& Gleser, 1963). They concluded that if the items in a.+est can be divided into different content strata, then estimates of reliability should take the stratification into account; otherwise, relíability may be seriously underestimated:

Insert Taible 11 about here

D Studies with Nesting in the Object of Measurement Component. Consider 'the design ( $\mathrm{p}: \underline{\mathrm{c}}$ ) $x \underset{i}{ }$ and the D study $\underline{D}^{\prime}(\underline{p}: \underline{c}|\underline{p}| \underline{c} \mid \underline{I})^{\prime}$ in Tabie il. For this $D$ study, the pbject of measurement component, $\gamma$, is $p: c$ and each perison is nested within : a particular class. Since both $\sigma^{2}(\underline{p}: \underline{c})$ and $\sigma^{2}(\underline{c})$ contain only indices in $\gamma=p: c$, the $D$ study sampling frequency for each of these $G$ study variance components is unity (see Equation 13). For this D study, the universe of generalization contains a single fixed class and an infinite universe of items, from which a sample of $\underline{n}_{i}^{\prime}$ items are drawn. Consequently, $\sigma^{2}$ ( $\underline{c}$ ) does not enter $\sigma^{2}(\tau), \sigma^{2}(\delta), \sigma^{2}(\Delta)$, or $\sigma^{2}(X)$; for example,

$$
\begin{aligned}
& X\left(p: \underline{\dot{c}}|\underline{p}| \underline{c} \mid \underline{p}=X_{p}-\underset{p}{f} X_{p}\right. \\
& -X_{-D}-\mu_{c I} \\
& =\mu_{\mathrm{D}: \underline{C}^{2}}+\mu_{\underline{p I}: \underline{c}^{2}} . \\
& \text { and } \tilde{E}_{\sigma}^{2}(\dot{x})=\sigma^{2}(\underline{p}: \underline{c})+\sigma^{2}(\underline{p I}: \underline{c}) \text {; }
\end{aligned}
$$

i.e., $\hat{\tilde{C}^{2}}(X)$ consists of variance components that contain $p$ (the index in V). It is particularly important to note that this $D$ study is not identical to the $D$ study for the $\underline{p} \times \underset{i}{i}$ design in Table 9 (see Brennan, 1975).

Insert Table 12 about here

Table 12 provides illustrative $D$ studies using $p: c$ as the object of measurement component in the design ( $\mathrm{p}: \underline{\mathrm{c}}$ ) $\times$ ( $\underline{i}: \underline{s}: \underline{t}$ ). . Although these D studies use a considerably more compl:c.ted design, it is relatively easy to apply - the notational procedure for combining variance components.

Insert Table 13 about here

D Studies with class as the Object of Measurement. Table 13 provides illustrative $D$ studies for the design ( $\mathrm{D}: \mathrm{C}$ ) x i when the object of measurement is the class, $\underline{c}$, or more specificallly 'he class mean:
where experimental error $\underline{e}$ is completely confounded with $\mu_{\underline{P I}: \underline{C}^{2}}$

For the D study in Table 13 that involves generalization over both samples of persons and samples of items.

$$
\begin{aligned}
& X(\underline{c}|\underline{c}|-\mid \underline{p}, \underline{I})=X_{\underline{c}}^{*}-\sum_{\underline{c}}^{E} X \underline{c} . \\
& =X_{\underline{c}}-\mu_{\underline{I}}
\end{aligned}
$$

and $E_{0} \sigma^{2}(X)=\sigma^{2}(\underline{C})+\sigma^{2}(\underline{P}: \underline{c})+\sigma^{2}(\underline{c I})+\sigma^{2}(\underline{P I}: \underline{c})$;

E $\sigma^{2}(X)$ consists of components that contain $c$ (the index in, V). As noted previously, $\sigma^{6} \sigma^{2}(X)$ is unchanged by changes in the universe of generalization, but this is not true for $\sigma^{2}(\tau)$; $\hat{E} \sigma^{2}(o)$, or $\sigma^{2}(\Delta)$. 'In particular, Table $13-$ shows that when generalization is over both persons and items,

$$
\sigma^{2}(\tau)=\sigma^{2} \cdot(\underline{c}) ;
$$

when generalization is over items, only,

$$
\sigma^{2}(\tau)=\sigma^{2}(\underline{c})+\sigma^{2}(\underline{p}: \underline{c}) ;
$$

and when generalization is over persons, only,

$$
\sigma^{2}(\tau)=\sigma^{2}(\underline{c})+\sigma^{2}(\underline{c I})
$$

The estimate of each bf these three different universe score variances [or, equivalently, the three different estimates of $\left.\tilde{\delta}_{\sigma^{2}}(\delta)\right]$ provides a different estimate of the generalizability of class means. That is, these estimates differ with respect tooth facet (s) over which the decision maker generalizes.

The estimation of reliability, or generalizabilisty, when the object of measurement is some aggregate of persons.. has been a particulafy troublesome problem in recent years (see Haney, 1974a, 1974b). In terms of publ.ished $\because$ literature, Mediey and Mitzel (1963) and Pilliner and his colleagues (Maxwell \& Pilliner, 1968; Pilliner, 1965; and Pilliner, Sutherland \& Taylor, 1960) appear to be among the earliest researchers to recognize that the class mean is frequently the variable of interest, rather than the score for a person. More recentlv, large. scale evaluations, such as those undertaken for Head Start (Smith \& Bissell, 1970), Follow Through. (Abt Associates, 1974; Haney, 1974b), and the National Day Care Study (Stallings, Wilcox, \& Travers, i976), have . frequently required estimates of reliability when class mean is the object of measurement. Similar issues arise in the study of course evaluation questionnaires (Gillmore, Kane \& Naccarato, Note 1; Kane, Gillmore, \& Crooks, 1976) and.studies of school effectiveness and accountability (Dyer, Linn, \& Patton, 1969; Marco, 1974; Page, 1975).

The literature ${ }_{n}$ does contain some approaches to the estimation of reliability for class means using classical test theory. For example, Shaycoft (1962), Wiley (1970), and Thrash and Porter (Note 1) developed three different coefficients, each of which assume that an observed score is the sum of a true score and an. undifferentiated error term. However, eadh of these proceu. ; makes different specific assumptions about what constitutes an appropriate estimate of error variance. As a result, each procedure gives a different estimate of the reliability of class means. iane and Brennan (1977) show that Wiley's coefficient is equivalent to $\mathcal{E}_{p^{2}}$ when items are fixed, Thrash and Porter's coefficient is equivalent to $\mathbb{E}^{2} \rho^{2}$ when persons within classes are fixed, and Shaycoft's coefficient is an overestimate of $\int_{0}^{2}$ when persons within ciasses are fixed.

It is not-suprising that none of these coefficients corresponds to $\rho^{2}$ when generalization is over both persons and items. Classical test theory does not specifically allow for differentiating among sources of error in a multi-faceted́ universe of generalization.

Insert Table 14 about here

Table 14 provides illustrative $D$ studies using the class mean as the object of measurement in the design ( $\mathrm{p}: \mathrm{c}$ ) $x$ ( $\mathrm{i}: \underline{s}: \underline{t}$ ). The reader can easily verify the results in Table 14 using the notational procedure" for combining variance* components. D studies for this design are clearly more complicated than those for the ( $\underline{p}: \underline{c}$ ) $x$ i design; however, in•large scale testing efforts involving analysis of class means it is frequently the case that data are collected according to rather. complicated sampling plans. To overlook this complexity is to discard some amount of information in the data, and, therefore, to potentially restrict the utility of the results.

To this point, our-discussion of generalizability theory has focused on D studies in which each of the facets in the universe of generalization is either . - fixed (i.e., $\underline{n}^{\prime}=\underline{N}^{\prime}<\infty$ ) or essentially infinite (i.e., $\underline{\underline{n}}^{\prime}<\underline{N}^{i} \rightarrow \infty$ ). We have - seen that:such D studies can be carried out using $G$ study random effects variance components $;$ or, more specifically, variance components for single observations based on random sampling of one condition of each facet from an infinite universe of, admissible conditions, or observations, for the facet. $\mathbb{N}+\infty)$. It is also possible, to , develop equations for calculating $G$ study" variance components for rathom. sampling of one condition of each facst from a finite universe of admissible conditions for the facet ( $\mathrm{N}<\infty$ ). These $t$ study variance components are especially useful. in D studies characterized by sampling from a finite universe of generalization. ${ }^{2}$

Unfortunately, any verbal discussion of different sampling procedures in typical ANOVA terms is apt to involve considerable ambiguity. The problen "primarily evident in the term "random effect," which, in traditional ANOVA terms, actually implies "random sampling from an infinite universe," as opposed to no sampling at ${ }^{\prime}$ all" (i.e., "fixed-effect"), or random sampling from a finite universe. . It is particularly important to note that the traditional ANOVA : notion of "random effect" does not mean sampling from a finite universe, even though such'sampling. is "random." "For.this reason we will restrict our use of the term "random effect" to random sampling from' an infinite universe.

G Study Considerations

- In' this section we develop equations for $G$ study estimated variance components and expected mean squares for any model $\underline{M}$. That is, these equations
are applicable to $\underline{n}<\underline{N}<\infty$ (sampling from a finite universe of admissible observations), $\underline{n},=\underline{N}<\infty$ (fixed effect)", and $\underline{n}<\underline{N} \rightarrow \infty$ (random effect).

Estimation of Variance Components. If $\hat{\sigma}^{2}(\alpha \mid \underline{M})$ is the estimated variance for the component $\alpha$, given a $G$ "study design using the model $\underline{M}$; then

$$
\begin{equation*}
\sigma^{2}(\alpha \mid \underline{M})=\partial^{2}(\alpha)+\underline{\Sigma}\left[\frac{\partial^{2}\left(\beta_{j}\right)}{\underline{E}\left(\beta_{\underline{j}}\right)}\right] ; \tag{27}
\end{equation*}
$$

where $\hat{\sigma}^{2}(\alpha)$ and $\dot{\theta}^{2}\left(\beta_{j}\right)$ are estimated $G$ study variance components for the random effects model calculated from Algorithm 2 ;
$\beta_{j}=$ any component; except $\ddot{\alpha}$, that contains all the indices in $\alpha$ and
$E^{F}\left(B_{j}\right)=$ the product of the $G$ study universe sizes (N's) for ail. indices in $\beta_{j}$ except those indices in $\alpha$.

- As in Algorithm 2, no distinction is made between nested and non-nested indices. If $N \rightarrow \infty$ all facets, then $\hat{\theta}^{2}\left(\beta_{\underline{j}}\right) / E\left(\beta_{\underline{j}}\right)$ is always zero, and $\dot{\theta}^{2}(\alpha \mid \underline{M})=\hat{\theta}^{2}(\alpha)$. If, on the other nand, all effects are fixed, then, all universe sizes ( N 's) equal the sample sizes ( $\underline{n}$ 's) in the $G$ study. In the case of mixed models, some effects are random and some fixed. For other models that involve sampling from a finite universe for one or more facets, the actual universe size is used in Equation 28. For example, in the design, ( $p: \underline{c}$ ) $x$ i, consider the component $\underline{p}: \underline{c}$ The only other component that contains the indices $p$ and $\underline{c}$ is $\underline{p}: \underline{c}$; therefore,

$$
\hat{\sigma}^{2}(p: c \mid M)=\hat{\sigma}^{2}(\underline{p}: \underline{c})+\frac{\hat{\sigma}^{2}(\underline{p i}: c)}{\underline{\underline{i}}}
$$

Now, if $i$ is a fixed effect in the $G$ study, then ${\underset{N}{i}}^{N_{i}} \underline{n}_{\underline{i}}$ and

$$
\hat{\sigma}^{2}(\underline{p}: \underline{c} \mid \underline{M})=\hat{\sigma}^{2}(\underline{\underline{c}} \ddot{\underline{c}})+\frac{\hat{\sigma}^{2}(\underline{p i}: \underline{c})}{\underline{n} \underline{i}}
$$

If, on the other hand, $i$ is $\dot{a}$ random effect, then the universe size is considered infinite and $\hat{\sigma}^{2}(\underline{p}: \underline{c} \mid \underline{M})=\hat{\theta}^{2}(\underline{p}: \underline{c})$. If $\underline{n}_{\underline{i}}$ is a sampie from a finite universe of size $\underline{N}_{\underline{i}}$, then the actual value of $\underline{N}_{\underline{i}}$ is used in the above equation. Also, in the design ( $\mathrm{E}: \mathrm{C}$ ) $\times$ i consider the component $\frac{i}{3}$. The components .that contain $i$ are $\underline{c i}$ and $p i=c^{0}$ therefore,
$\qquad$

$$
\hat{\sigma}^{2}(\underline{i} \mid \underline{M})=\hat{\sigma}^{2}(\underline{i})+\frac{\hat{\sigma}^{2}(\underline{c})}{\underline{N}}+\frac{\hat{\sigma}^{2}(\underline{p}(\underline{c})}{\frac{N}{N} \underline{N}} .
$$

If, for example, $p$ is $\mathfrak{a}$ random effect and $\underline{c}$ is a fixed effect in the $G$ study, then

$$
\hat{\theta}^{2}(\underline{i} \mid \dot{M})=\hat{\sigma}^{2}(i)+\frac{\hat{\sigma}^{2}(\underline{c i})}{\underline{\underline{n}}}
$$

Expected Mean Squares. For any model $M$, the expec ed mean square for the component $\beta$ is:

$$
\begin{equation*}
\underline{E M S}(\beta \mid \underline{M})=\underset{\alpha}{\operatorname{Eh}(\alpha) \underline{£}(\alpha) \hat{\sigma}^{2}(\alpha) ;} \tag{29}
\end{equation*}
$$

where $\alpha$ is any component that contains all the indices in $\beta ; f(\alpha)$ is defined by Equation 4; $h(\alpha)$ is the product of the terms ( $1-\underline{n} / \underline{N}$ ) for all main effect indices in $\alpha$ that are not in,$\dot{\beta}$; and $\dot{\theta}^{\dot{2}}(\alpha)$ is the estimated random effects $G$ study. 'variance component for $\alpha$ calculated from Algorithm 2.

For the component $\underline{p}$ in the design $p \times$ (iss),

$$
\underline{E M S}(\underline{p} \mid \underline{M})=\left(1-\frac{\underline{n}_{\underline{i}}}{\underline{N_{i}}}\right) \theta^{2}(\underline{p i}: \underline{s})+\left(1-\frac{\underline{\underline{s}}}{\underline{N_{s}}}\right) \underline{n}_{\underline{i}} \hat{\theta}^{2}(\underline{p s})+\underline{n}_{\underline{i} \underline{n} \underline{s}} \theta^{2}(\underline{p}) .
$$

If both items and subtexts are random effects, then both ( $1-\underline{n}_{i} / N_{i}$ ) and
 If, items are random and subtexts are fixed, then ( $1-\underline{n}_{i} / \mathcal{N}_{i}$ ) is unity, (1- $\underline{\mathrm{n}}_{\underline{s}} / \underline{N_{\mathrm{s}}^{\prime}}$ ) is zero, and,


If items are random, and the subtexts. in the $G$ study are a sample of size $\underline{n}$. from a finite universe of size $\mathrm{N}_{\mathrm{s}}$, then.

$$
\underline{E M S}(\underline{p} \mid \underline{M}) \quad \theta^{2}(\underline{p i} \cdot \underline{s})+\left(1-\frac{\underline{n}_{s}}{\underline{N}_{\underline{s}}}\right) \underline{\underline{n}}_{\underline{i}} \theta^{2} \cdot \underline{(\underline{s})}+\underline{\underline{n}}_{\underline{i}} \underline{\underline{n}}^{\theta^{2}}(\underline{p}) \text {. }
$$

## D Study Considerations

The discussion thus far has focused on $D$ studies in which each of the facets in the universe of generalization is either fixed (ie., $\underline{n}^{\prime}=\underline{N}^{\prime}<\infty$ ) or essentially infinite (ie., $\underline{n}^{\prime}<\underline{N}^{\prime \prime}{ }^{\prime}{ }^{\infty}$ ). It has also been assumed that $G$ study variance components are reported for an infinite universe of admissible observations (ie., $\underline{N} \rightarrow \infty$ ). For most $D$ studies these assumptions are quite reasonable; however, a $D$ study might invoive sampling from a finite universe of generalization. More specifically, it is possible that, for one or mere facets, $\underline{\mathrm{n}}^{\prime}<\underline{N}^{\prime}=\underline{\mathrm{N}}<\infty$. For each such facet, the $D$ study uses a
sample of size $\underline{n}^{\prime}$ from a finite universe of generalization of size $\underline{N}^{\prime}$, which is identical to the universe size, $N$, assumed in the $G$ study.

For $D$ studies characterized by sampling from a finite universe, a limiting case occurs, when $\underline{n}^{\prime}=\underline{N}^{\prime}=\underline{N}<\infty$. In this case, the $D$ study actually includes all conditions of the facet in the universe of generalization; and the facet is fixed in the universe of generalization. Another limiting case occurs when $\underline{n}^{\prime}<\underline{N}^{\prime}=\underline{N}+\infty$. In case, the D study includes a random sample from the (essentially) infinite set of conditions for the facet. (This is the definition of a random effect in the typical ANOVA sense). When $\underline{n}^{\prime}<\underline{N}^{\prime}=\underline{N}<\infty$, it is also assumed that the sampling of the $\underline{n}$ ' conditions is random, but the universe of generalization for the facet is finite.

- Let us consider the case in which $\underline{N}^{\dot{N}}=\underline{N}<\infty$ for only one of the facets in the universe of generalization, and the $D$. study involves sampling this facet $\underline{n}^{\prime}<\underline{N}$ times. In general, the steps involved in conducting the $D$ study are: (a) use Algorithm 3 to obtain $G_{1}$ study variance components. which reflect the * fact that $\underline{N}<\infty$; (b) obtain $D$ study variance components that take into account sampling from a finite universe; and (c)'employ prócedures for combining D study variance components, as appropriate.

Consider, for example, the design $\underline{p} \times \underline{i} \times$ o with $p$ as the $\eta$ study object of measurement. Let us assume that, in the universe the iten facet has a finite number of conditiens, $\underline{N}_{\underline{i}}$, which are sampled $\underline{\dot{n}_{\underline{i}}}$ times in the $D$ study.
 Algorithm 3. They are reborted in Table 15 for the $\underline{p} \times \underline{i} \times$ design.

Insert Table 15 about here

For any $D$ study component., $\alpha$, the estimated variance of this component is:

$$
\begin{equation*}
\theta_{\underline{D}}^{2}\left(\alpha \mid \underline{N}_{\underline{i}}<\infty\right)=\left(1-\frac{\underline{n}_{i}^{\prime}}{\underline{N}_{i}}\right) \frac{\underline{\theta}_{\underline{G}}^{2}\left(\alpha \mid \underline{N}_{i}<\infty\right)}{\underline{d}(\alpha \mid \gamma)} \tag{30}
\end{equation*}
$$

if $\dot{n}_{\underline{i}}$ is in $\underline{d}(\alpha \mid \gamma)$; otherwise,

$$
\begin{equation*}
\theta_{\underline{D}}^{2}\left(\alpha \mid \underline{N}_{\underline{i}}<\infty\right)=\frac{\theta_{\underline{G}}^{2}\left(\alpha \mid N_{i}<\infty\right)}{\underline{d}(\alpha \mid \gamma)} \tag{31}
\end{equation*}
$$

 correction isee Cochran, 1963, p. 23) associated with variances for the item facet. Table 16 reports the estimaced $D$ study variance components; for the . design $\underline{p} \times \underline{i} \times$ o when $\underline{p}$ is the object of measurement. "
. It is important to note that the $D$ study variance components defined in Equations 30 and 31 are for a random sampling model where $\underline{N}_{\underline{i}}<\infty$ and $\underline{N}_{\underline{O}} \rightarrow \infty$. These variance components are completely analogous to the D study variance components for a random effects model reported in the fourth column of Table 8. Indeed, for $\underline{N}_{\underline{i}} \rightarrow \infty$ the $D$ stur: : variance components in Táble 16 are identical to the D study variance components in Table 8. Also, Equations 17-20 and the corresponding notational procedure for combining variance components are completely applicable to $D$ study variance components that involve sampling from a finite universe.

Consider, again, Table 16 and suppose that the $D$ study is $\underline{D}(\underline{p}|\underline{p}|-\mid \underline{I}, \underline{O})$ implying that occasions are randomly. sampled from an infinite universe and items are ranciomly sampled from a finite universe of size $\underset{\underline{N}}{\underline{i}}=\underline{N_{i}}$. For this D study, the reader can verify that

$$
\begin{aligned}
& \sigma^{2}(\tau)=\sigma^{2}(\underline{p} \mid \underline{\underline{N}} \underset{\underline{i}}{ }<\infty) \\
& \therefore=\sigma^{2}(\underline{p})+\sigma^{2}(\underline{p}) / \underline{N}_{\underline{i}} ; \\
& \mathscr{C} \sigma^{2}(\delta)=\sigma^{2}\left(\underline{p I} \mid \underline{N}_{\underline{i}}<\infty\right)+\sigma^{2}\left(\underline{p O} \mid{\underset{N}{i}}^{N_{i}}<\infty\right)+\sigma^{2}\left(\underline{p I O} \mid \underline{N}_{\underline{i}}<\infty\right) \\
& =\left(1-\frac{\underline{n}_{\underline{i}}^{\prime}}{\underline{N}_{i}}\right) \frac{\sigma^{2}(\underline{p i})}{\underline{n}_{i}^{\prime}}+\frac{\sigma^{2}(\underline{p o})}{\underline{n}_{i}^{\prime}}+\frac{\sigma^{2}(\underline{p i o})}{\underline{n}_{i}^{\prime} \underline{n}^{\prime}} ;
\end{aligned}
$$

and, $\quad E_{\sigma} \sigma^{2}(X)=\sigma^{2}(\tau)+\delta_{\delta} \sigma^{2}(\delta)$

$$
\begin{equation*}
=\sigma^{2}(\underline{p})+\frac{\sigma^{2}(\underline{p i})}{\underline{n^{\prime}}}+\frac{\sigma^{2}(\underline{p o})}{\frac{n^{\prime}}{\underline{0}}}+\frac{\sigma^{2}\left(p_{1 \sim}\right.}{\frac{n^{\prime} n^{5}}{\underline{i} \underline{0}}} ; \tag{32}
\end{equation*}
$$

where the variance components without the conditional statement " $\mathrm{N}_{\underline{i}}<\infty$ " are the usual random effects $D$ study variance components.

It is both informative and instructive to note that Equation 32 is identical to Equation 22; i.e., $\rho_{\sigma} \sigma^{2}(X)$ is unchanged by whether or not the universe of generalization intolves sampling from a finite universe. This is true for all of the possible $D$ studies given a particular design and a particular object of measurement.

Consider, again, Table 16 and suppose the $D$ study were $\underline{D}(\underline{p}|\underline{p}| \underline{O} \mid \underline{I})$ with occasions fixed. In this case,

$$
\begin{aligned}
& \sigma^{2}(\tau)=\sigma^{2}\left(\underline{p} \mid \underline{N}_{\underline{i}}<(\alpha)+\sigma^{2}\left(\underline{p O} \mid \underline{N}_{\underline{i}}<\infty\right)\right. \\
& \begin{array}{l}
=\sigma^{2}(\underline{p})+\frac{\sigma^{2}(\underline{\underline{i}})}{\frac{N_{i}}{\underline{i}}}+\frac{\sigma^{2}(\underline{p o})}{\frac{n^{\prime}}{\underline{o}}}+\frac{\sigma^{2}(\underline{\text { io })}}{\frac{N_{i} n^{\prime}}{\underline{0}}} ; \\
=\sigma^{2}\left(\underline{p I} \mid \underline{N}_{\underline{i}}<\infty\right)+\sigma^{2}\left(\underline{p}\left(\underline{O} \mid \underline{N}_{\underline{i}}<\infty\right) ;\right.
\end{array}
\end{aligned}
$$

and, $\mathcal{E} \sigma^{2}(X)$ is identified to Equation 32.
If the $D$ study design were $\underline{D}(\underline{P}|\underline{\underline{L}}| \underline{O})$, then the item facet would be fixed in this particular D study. In this case,

$$
\begin{align*}
\sigma^{2}(\tau) & =\sigma^{2}\left(\underline{\mathrm{p}} \mid \underline{\mathrm{N}}_{\underline{i}}<\infty\right)+\sigma^{2}\left(\underset{\sim}{\underline{\mathrm{pI}} \mid} \underline{\underline{\underline{N}}}^{\prime}<\infty\right) \\
& =\sigma^{2}(\underline{\mathrm{p}})+\sigma^{2}(\underline{\mathrm{p}}) / \underline{\underline{n}}_{\underline{i}}^{\prime} ; \tag{33}
\end{align*}
$$

and

$$
\begin{aligned}
& \left.\mathscr{G} \sigma^{2}(\delta)=\sigma^{2}(\underline{p}) \underline{N}_{\underline{1}}<\infty\right)+\sigma^{2}\left(\underline{\operatorname{LIO}} \underline{\underline{N}}_{\underline{i}}<\infty\right)
\end{aligned}
$$

Equations 33 and 34 are identical to those obtained using the fifth column of Table 8. This must be so, because when the item facet is fixed in the universe of generalization there is, by definition, no random sampling of the conditions of this facet; and the size of the universe has no bearing on $\sigma^{2}(\tau), \xi_{0}^{2}(\delta)$, $\sigma^{2}(\Delta)$, or any quantities formed from them.

The procedures discussed above can be extended to $D$ studies that involve sampling from a finite universe for more than one facet. In suchy çases, estimated G study variance components are obtained using Algorithm 3, and estimated D study variance components are ootained using a more general version of Equations 30 and 3.1. For example. if the $D$ study involves sampling from a finite universe for both the item facet and the occasion facet in the $\underline{p} \times \underline{i} \times \underline{o}$ design, then the finit universe correction in Equation 30 is:

(b) (I $\left.-\underline{n}_{\underline{i}}^{\prime} / \underline{N_{i}}\right)$ if $\underline{d}(\alpha \mid \gamma)$, includes $\underline{n}_{\underline{i}}^{\prime}$ but not $\underline{n^{\prime}}$; and


If $\dot{d}(\alpha \mid \gamma)$ includes neither $\underline{n}_{\underline{i}}^{\prime} \frac{n o r}{n} \underline{n}_{0}^{\prime}$, then Equation 31 is applicable.

It is usual in both practical and theoretical contexts! to treat issues of reliability from a correlational viewpoint. The literature, for example, is filled with references to reliability coefficients that estimate "internal consistency," "equivalence," "stability," etc. While suct coefficients and terms have a long and distinguished history, they can be a source of considerable confusion and ambiguity. In particular, it is frequently difficult to identify ; explicitly the magnitudes, types, and sources of error variance incorporated in such coefficients. The use of generalizability coefficients can avoid these problems, at least in part, if the nature of the universe of generalization is clearly specified. However, estimated variance components are even more informative and less ambiguous. Indeed, estimated variance components are the most informative outcome of a reliability study (APA, 1974). They can be used directly to obtain estimates of universe score variance and different types of error variance that are appropriate in different decision-making contexts. Variance components can be used, of course, to estimate generalizability coefcicients; but such coefficients are of vuestionable value in the absence of the estimated variance components themselves. Note that it is the magnitude of variance components that is of primary interest--not their statistical significance. Also, variance components should not be expressed solely as, a percentage or proportion of some total score variance. To do so is to obviate the more important uses of variance compoi:ents.

Since the magnitudes of variance components are central to generalizability theory, it is important that the numerical estimates of variance components be as accurate as possible. Therefore, care should be taken to avoid the deleterious effects of rounding errors. For example, it is usually advisable that most, if not all, calculations involve at leas': three decimal places. This is particularly important when a $G$ study involves binary data, which is the usual case for achievement tests.

The notational system used in this paper was invented in order to facilitate the statement of various "rules," procecures, and algorithms. There are only two principal ways in which this notaeional system differs from that used by Cronbach et al. (1972). First, this paper uses the nesting operator ":" to designate variance components that involve nesting; Cronbach and his colleagiues use the "all confounded effects" procedure. Second, this paper specifies a particular $D$ study using the notation $\underline{D}(\gamma|\underline{V}| \underline{F} \mid \underline{R})$. The notation $\underline{D}(\gamma|\underline{V}| \underline{F} \mid \underline{R})$ is very useful in specifying rules and procedures for combining $D$ study variance components. Also, this notation clearly identifies the universe of generalization, and clearly distinguishes between the object of measurement and the universe of generalızation. Cronbach et al. (1972) treat: object of measurement considerations, but they do not emphasize them as much as this paper does. However, Cronbach et al. (1972) do clearly identify a fixed facet by concatenating its index with the symbol "*" or "**". In terms of certain theoretical expositions, the star notation has some distinct advantages.

This paper treats only $G$ studies and $D$ studies that involve orthogonal analysis òf varlance designs; i.e., designs that do not involve missing data and/or unequal size subgroups. The applicatior of generalizability theory to non-orthogonal designs has received little attention in the literature. There are, however, two procedures that have been used or suggested for "converting" non-ortnogonal designs to orthogonal ones. Kane et al. (1976), for example, report randomly discardin data until they had orthogonal designs for their studies of student evaluations of teaching. Also, for designs, such as $\underline{p}$ (i:s), where the number of items is not a constant for all subtests, Cronbach et al. (1965) mention the possibility of using "half-sets" of items within each subtest. These procedures may not be ideal, but they are at least reasonable alternatives until research on variance components in non-orthogonal designs (see Searle, 1971) is appiied to generalizability theory.

This paper provides a more detailed consideration of sampling from finite universes than is provided in Cronbach et al. (1972). Also, somewhat more consideration is given to generalizability theory in the context of different objects of measurement. However, in other respects this paper is not intended to cover, in depth or breadth, the extensive, treatment of generalizability theory provided by Cronbach and his colleagues. (In particular, multivariate generalizability theory has not been treated at all here.) Rather, this paper is primarily irtended to provide researchers and practitioners with a set of procedures to facilitate the application of generalizability theory to a broad range of measurement problems. It is inadvisable that these procedures be used mindlessly; the meaningful interpretation of any statistical analysis necessitates a thoughtful and informed consideration of the results.
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$I_{\text {Ic }}$ nay not be obvious that designs like ( $\mathrm{p}: \underline{c}$ ) $\times(\underline{i}: \underline{s}: t$ ) occur in practice. Suppose $C$ is a school, $i$ is an item, $\underline{s}$ is a content area or subtest, and $t$ is a test. Given these verbal identifiers, this design means that each person is nested within a single school, each person responds to all items, each item is associated with a single co...-ent area or subtest, and each content area is associated with a single test. This kind of design very closely approximates the kind of data often collected to assess the reliability of test batteries. However, it is rarely the case that the analyses of such data distinguish-amongall potential, sources of variance. Among other things, this paper is intended to aid researchers and practitioners in conceptualizing and performing such complex analyses.
${ }^{2}$ For each of the Venn diagrams in Figure 1 , a circle is never nested within the intersection of two or more circles. This is a geometric indication that, for each of the five illustrative designs, no main effect is nested within an
interaction effect. Consider, however, the design ( $\underline{p}: \underline{\underline{c}}$ ) $\times[\underline{i}:(\underline{s} \times \underline{o})]$, in which the main effect for items is nested within the interaction of subtests and occasions. This main effect would be represented i=so.
${ }^{3}$ The reader may omit this discussion of sums of squares without loss. of continuity in the development of generalizability theory. This section is included because the notational system used here provides a convenient way to express sums of squares for a large class of ANOVA designs.
${ }^{4}$ Cronhach et al. (1972) usually use $\sigma^{2}(\underline{p})$ for universe score variance. Here, however, the general use of $\sigma^{2}(\underline{p})$ for universe score variance could create confusion, because objects of measurement other than the person $\underline{p}$ are treated in this paper.
${ }^{5}$ Generalizability coefficients have a form that is analogous to that of traditional reliability coefficients; however, the theoretical basis, for generalizability coefficients is somewinat more complicated and beyond the intenc-a scope of this paper. The interested reader can refer to Hunter (1968).

TABLE 1
Estimated Variance Components for Design $p \times i$ for Random Effects Model.

| Effect or <br> Component | $d 6$ |  |
| :--- | :--- | :--- |

$$
\begin{array}{lll}
p & n_{p}-1 & \theta^{2}(p) \\
& i & n_{i}-1
\end{array}
$$

Note. $X_{p i}=\mu+\mu_{p}{ }^{2}+\mu_{i}{ }^{2}+\mu_{p i}{ }^{2}+e$.

Estimated Variance Components for Design $p \times i \times 0$

## for Random Effects Model

Effect or
Component
$p$

TABLE 3
Estimated Variance Components for Design $p \times(i: s)$
for Random Effects Model

| Effect orComponent |
| :--- |



Note. $X_{p i: s}=\mu+\mu_{p}{ }^{2}+\mu_{i: s^{2}}+\mu_{s}{ }^{2}+\mu_{p s^{2}}+\mu_{p i: s^{2}}+e$.

TABLE 4
Estimated Variance Components for Design (p:c) $\times i$ for Random Effects Model

| Effect or <br> Component | $d_{6}$ | Estimated Variance Component | . |
| :--- | :--- | :--- | :--- |

$$
\begin{aligned}
& p: c . n_{c}\left(n_{p}-1\right) \quad \theta^{2}(p: c)=[M S(p: c)-M S(p i: c)] / n_{i} \\
& c \quad n_{c}-1 \\
& \theta^{2}(c)=[M S(c)-M S(p: c)-M S(c i)+M S(p i: c)] / n_{p} n_{i} \\
& i: \quad n_{i}-1 \quad \theta^{2}(i)=[M S(i)-M S(c i)] / n_{p} n_{c} \\
& c i \quad\left(n_{c}-1\right)\left(n_{i}-1\right) \quad \dot{o}^{2}(c i)=[M S(c i)-M S(p i: c)] / n_{p} \\
& p i: c \cdot n_{c}\left(n_{p}-1\right)\left(n_{i}-1\right) \\
& \sigma^{2}(p i: c)=N S(p i: c)
\end{aligned}
$$



Estimated Variance Components for Design. ( $p: c$ ) $\times(i: s: t)$ for Random Effects Model


TABLE 6
Components, Mean Scores, and Score Effects for Design ( $p: c$ ) $x$ i


c
$\mu_{c}=\mu+\mu_{c}{ }^{2}$
$\begin{aligned} i & \\ \because & \mu_{i}{ }^{2}=\mu_{i}-{ }^{n} \quad,{ }^{n} .\end{aligned}$
$c i$

$$
\mu_{c i}{ }^{c}=\mu_{c i} \dot{\dot{\mu}_{c}}-\mu_{i}+\mu
$$

$$
\mu_{c i}=\mu+\mu_{c}{ }^{2}+\mu_{i}{ }^{2}+\mu_{c i} i^{2}
$$

$p i: c$

$$
\mu_{p i: c} i^{\imath}=\mu_{p i: c}-\mu_{p: c}-\mu_{c i}+\mu_{c}
$$

$$
\mu_{p i: c}=\mu+\mu_{p: c^{2}}+\dot{\mu}_{c}{ }^{2}+\mu_{i}{ }_{v}+\mu_{p i: c^{2}}
$$

Sums of Squares for Design $(p: c) \times i{ }^{\circ}$.

Sums of Squares for Observed Score Effects

Sums of squares for Observed Mean Scores

With respect to
Sums of Squares for, Observed Mean Scores

With respect to Observed Score Effects
$p: c$

$p i: c$

$$
\left.\left[\bar{x}_{p i: c}\right] n=\left[\bar{X}_{p i: c}\right]-\left[\bar{x}_{p: c}\right]-\left[\bar{X}_{n i}\right]+\left[\bar{x}_{n}\right]-\sum_{p i} \sum_{p} \sum_{p i \cdot c^{n}}^{n}\right)^{2}
$$

Total

$$
\left[\bar{x}_{p i: c}\right]=\sum_{p i \sum} \sum_{p i: c} \bar{x}^{2}
$$

䬺

$$
[\bar{x}] \quad=n_{p} n_{i} n_{c} \bar{x}^{2}
$$

Note. For this design with one observation per cell, $\bar{X}_{p i: c}$ is based on only one observation, and, therefore, $\bar{X}_{p i: c}=x_{p i: c}$.

TABLE 8
.D Studies for Design $p \times i \times 0$
With Person ( $P$ ) as the Object, of Measurement


Note. The entries $\tau, \delta$, and $\Delta$ indicate which estimated $D$ study variance components enter $\hat{\sigma}^{2}(\tau), \hat{\sigma}^{2}(\delta)$, and $\hat{\sigma}^{2}(\Delta)$, respectively.

TABLE 9
D Studies for Design $p \times i$
With Person ( $F$ ) as the Object of Measurement

0.
table 10
D Studies for Design $p \times(i: s)$
With Perss,$(p)$ as the Object of Measurement


## TABLE 11

D Studies for Design ( $p: c$ ) $\times i$ With Person Nested Within Class ( $p: C$ ) as the Object of Measurement

| Estimated <br> G Study <br> Variance <br> Cumponents | D Study Sampling Frequency | Estimated <br> D Study Variance Components |  |
| :---: | :---: | :---: | :---: |
| $\theta^{2}(p ; c)$ | 1 | $\theta^{2}(p ; c)$ | $\tau$ |
| $\delta^{2}(c)$ | 1 | $\theta^{2}(c)$ |  |
| $\partial^{2}(1)$ | ni | $\theta^{2}(I)$ | $\Delta$ |
| $A^{2}(\therefore l)$ | "' | $\theta^{2}(C I)$ | $\Delta$ |
| $s^{2}(p i=c)$ | $n_{i}^{\prime}$ | $\sigma^{2}(p I: c)$ | $\Delta, \delta$ |

TABLE 12
0

> D Studies for Design $(p: c)$ : $(i: s: t)$ With Person Nested Within Ciass $(p: c)$ as the nbject of Measurement

$\hat{\theta}^{2}(c)$
?
$\theta^{2}(c)$
$e^{2}(i: s: t)$
$n_{i}!n n^{n} t$
$O^{2}(T: S: T)$
i
$\partial^{2}(s: t)$
"st
$\theta^{2}(S: 7)$
$\Delta$
$\theta^{2}(c t)$
$n_{f}^{\prime}$
$o^{2}\left(c^{-}\right)$
$\Delta$

$$
\theta \cdot(t)
$$

$n_{t}^{\prime}$
$\theta^{2}(T)$
$\Delta$
$d^{2} \cos : \theta$
$n s n^{\prime} t$
$\theta^{2}(C S: T)$
$\Lambda$
$\dot{o}^{2}(c i: s: t)$
$n i n s+$
$\theta^{2}\left(C I: S:{ }^{7}\right)$
$\star$
$i^{2}(p t: c)$
$n_{t}$
$\theta^{2}(p T: C)$
$\Delta, \hat{o}$
$\tau$
is $(p s: c t)^{\circ}$
$n s n:$
$\hat{\theta}^{2}(p S: c T)$
$\Delta . \delta$
$\overbrace{}^{2}\left\{\because: \therefore=: \wedge^{2} ;\right.$

$\dot{O}^{2}(p I: S C: T)$
0,8
$A, \hat{0}$

TABLE 13
D Studies for Design ( $p: C$ ) $x i$
With Class (C) as the Object of Measurement


TABLE 14

D Studies for Design ( $p: C$ ) $\times(i s: 0)$ With Class ( $\because$ ) as the Object of Measurement


## TABLE 15

$r_{3}$ Study and D Study Variance Componeits
for tile Desian $p x i x o$, with Person ( $p$ ) as the Object of Measurement when Items are Sampled from a Finite Universe $\left(N_{i}=N_{i}<\infty\right)$

| Estimated G study Variance Components for Randora Sampling | D Stídy Sampling Erequency | Finite Universe Ccrrection | Estimated. D Study Varaince Components for Random Sampling |
| :---: | :---: | :---: | :---: |
| $\partial^{2}\left(p \mid N_{i}<\infty\right)=\theta^{2}(p)+\theta^{2}(p i) / N_{i}$ | 1 | 1 | $\partial^{2}\left(p \mid N_{i}<\infty\right)=\partial^{2}(p)+\partial^{2}(p i) / N_{i}$ |
| $\theta^{2}\left(i \mid N_{i}<\infty\right)=\theta^{2}(i)$ | $n i$ | $\left(1-n_{i} / N_{i}\right)$ | $\partial^{2}\left(I \mid N_{l}<\infty\right)_{\nu}=\left(1-n_{i} N_{i}\right) \partial^{2}(i) / n_{i}$ |
| $\partial^{2}\left(0 \mid N_{i}<\infty\right)=\partial^{2}(0)+\theta^{2}(i 0) / N_{i}$. | $\bar{n}$ | 1 | $\left.\theta^{2}(0) N_{i}<\infty\right)=\theta^{2}(0) / n_{0}^{\prime}+\theta^{2}(i 0) / N_{i}^{\prime} n_{0}^{\prime}$ |
| $\partial^{2}\left(p i \mid N_{i}<\infty\right)=\theta^{2}(p i)$ | ni | $\left(1-n_{i} N_{i}\right.$ : | $\hat{o}^{2}\left(p I \mid N_{i}<\infty\right)=\left(1-n_{i}{ }^{\prime} / N_{i} j \beta^{2}(p i) / n_{i}\right.$ |
| $\partial^{2}\left(p o \mid N_{i}<\infty\right)=\dot{\theta}^{2}(p 0)+\dot{\theta}^{2}(p i o) / N_{i}$ | $\prime_{n}^{\prime}$ | 1 | $\left.\theta^{2}(p)!N_{i} \leqslant \infty\right)=\theta^{2}(p o) / n_{0}^{\prime}+\theta^{2}(p i o) / N_{i}^{\prime} n_{0}$ |
| $\left.\theta^{2}(i 0) N_{i}<\infty\right)=\theta^{2}(i 0)$. | ni ${ }^{\text {a }}$ | (2-niont ${ }^{\prime}$ | $\left.\dot{c}^{2}\left(I C_{i}^{\prime} \cdot: i_{i}=\infty\right)=(1) n_{i}^{\prime} / N_{i}\right) \partial^{2}(i o) / n_{i} n_{0}$ |
| $\hat{\sigma}^{2}\left(\mu i o \mid N_{i}<\infty\right)=\partial^{2}(p i o)$ | $n i n \cdot$ | (1- $n_{i} / N_{i}$; | $\partial^{2}\left(\underline{n} 10 \mid N_{i}<\infty\right)=\left(1-n_{i} / N_{i}\right) \theta^{2}\left(\right.$ pio $/ 1 i_{i n} n_{0}$ |

Figure Captions

Figure 1. Venn diayrams for five illustrative designs.

Figure 2. Decomposition of three variance components, for the random ब effects model, in terms of mean squares for the design ( $\underline{p}: \underline{c}$ ) $x$ i.



